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Objective  

Objective of this lesson is to emphasis two types of real numbers viz. fixed point 

representation, floating point representation; within floating point(non-normalized and 

normalized) and their representations in computer memory. Rules to perform 

arithmetic operations(Addition, Subtraction, Multiplication, Division) with 

normalized floating numbers are also considered. At the last the various types of 

errors with measurement that can be introduced during numerical computation are 

also defined.  

 

Structure 

1.1 Representation of Floating Point Numbers 

                         1.1.1 Fixed Point Representation 

                         1.1.2 Floating Point Representation 

1.2 Arithmetic operations with Normalized Floating Point Numbers  

                         1.2.1 Addition 

                         1.2.2 Subtraction 

                         1.2.3 Multiplication 

                         1.2.4 Division      

1.3 Errors 

                          

1.1 Representation of Floating Point Numbers 

For easier understanding we assume that computer can store and operate with decimal 

numbers, although it does whole work with binary number system. Also only finite 

number of digits can be stored in the memory of the computer. We will assume that a 
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computer has a memory in which each location can store digits with provision for 

sign(+ or -) 

 

There are two methods for storing of real numbers in the memory of the computer:  

1.1.1 Fixed Point Representation 

1.1.2     Floating Point Representation 

1.1.1 Fixed Point Representation 

Memory location storing the number 412456.2465 
                                                    
 

 

 

                                                                       Assumed decimal position 

                          Figure 1.1 Fixed point representation in Memory 

 

This representation is called fixed point representation, since the position of decimal 

point is fixed after 6 positions from left. In such a representation largest positive 

number we can store 999999.99 and smallest positive number we can store 

000000.01. This range is quite inadequate. 

Example 1.1:  Following are the examples of fixed point representations in the 

decimal number system: 

          2100000 

          0.0005432 

          65754.546 

          234.00345         

Example 1.2: Following are the examples of fixed point representations in the binary 

number system: 

 

+ 4 1 2 4 5 6 2 4 
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           10111 

           10.11101 

           111.00011 

            0.00011 

Disadvantages of fixed point representation 

Inadequate range: Range of numbers that can be represented is restricted by number 

of digits or bits used. 

1.1.2 Floating Point Representation 

Floating point representation overcomes the above mentioned problem and in position 

to accommodate a much wider range of numbers than fixed point representation. 

In this representation a real number consists of two basic parts: 

i) Mantissa part 

ii) Exponent part 

In such a representation it is possible to float a decimal point within number towards 

left  or right side. 

For example: 

        53436.256           =               5343.6256 x 101 

                                                     534.36256 x 102 

                                                     53.436256 x 103 

                                                     5.3436256 x 104 

                                                    .53436256 x 105 

                                                    .054436256 x 106 

                                                                and so on 

                                    =               534362.56 x 10-1 

                                                     5343625.6 x 10-2 

                                                     53436256.0 x 10-3 

                                                     534362560.0 x 10-4 

                                                               and so on 



MCA-305 4 
 

Floating Point 
Number 

Mantissa Exponent 

5343.6256 x 101 5343.6256 1 
534.36256 x 102 534.36256 2 
53.436256 x 103 53.436256 3 
5.3436256 x 104 5.3436256 4 
.53436256 x 105 0.53436256 5 
0.054436256 x 106 0.053436256 6 
……………. ………… ………… 
534362.56 x 10-1 534362.56 -1 
5343625.6 x 10-2 5343625.6 -2 
53436256.0 x 10-3 53436256.0 -3 
534362560.0 x 10-4 534362560.0 -4 
…………. ………… …… 

 
 
 
 
 
 

Normalized      
Floating    
Point 
Number 

 

In general floating representation of a number of any base may be written as: 

              N = ±Mantissa x (Base) ±exponent 

Representation of floating point number in computer memory (with four digit 

mantissa)  
 Let us assume we have hypothetical 8 digit computer out of which four digits 

are used for mantissa and two digits are used for exponent with a provision of sign of 

mantissa and sign of exponent. 
                                                                                 Implied decimal point                                                               

 
±     ±   

 

 
 

Figure 1.2 Floating point representation in memory(4 digit mantissa) 

 

      Mantissa     Exponent 
     Sign of         
exponent 

    Sign of                  
    Mantissa             
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Normalized Floating Representation 

It has been noted that a number may have more than one floating point 

representations. In order to have unique representation of non-zero numbers a 

normalized floating point representation is used. 

 

A floating point representation in decimal number system is normalized floating point 

iff mantissa is less than 1 and greater than equal to .1 or 1/10(base of decimal number 

system). 

i.e. 

                                           .1≤ |mantissa| <1 

A floating point representation in binary number system is normalized floating point 

iff mantissa is less than 1 and greater than equal to .5 or 1/2(base of binary number 

system). 

i.e. 

                                           .5≤ |mantissa| <1 

In general, a floating point representation is called normalized floating point 

representation iff mantissa lies in the range: 

                1/base≤ |mantissa| <1 

  

Representation of normalized floating point number in computer memory with four 

digit mantissa: 

 

 

 
                           Sign of       Implied 

                                Mantissa    Decimal point 

                                                                
                    Figure 1.3 Normalized floating point representation in memory(4 digit mantissa) 

±  ±  

      Mantissa 
     
        Exponent Sign of 

exponent 
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Note : In computer, storage of floating point numbers is taken place in 

normalized form. 

Disadvantages of floating point representation 

• All the eight digits cannot be stored, since two digits are required by exponent. 

• Some specific rules are to be followed when arithmetic operations are 

performed with such numbers. 

 

1.2 ARITHMETIC OPERATIONS WITH NORMALIZED FLOATING 

POINT NUMBERS 

1.2.1 ADDITION 

      For adding two normalized floating point numbers following rules are to be 

followed: 

a) Their exponents are to be made same if they are not same.  

b) Add their mantissa to get the mantissa of resultant. 

c) Result is written in normalized floating point number. 

d) Check the overflow condition. 

Example 1.3 

           Add .4567E05 to .3456E05  

Sol. Here exponents are equal, we have to add only mantissa and exponent 

remains unchanged.      

          Addend   .3456E05 

          Augend   .4567E05 

                          ----------- 

             Sum     . 8023E05 

                          -----------   
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Example1.4   

        Add .3456E05 and .5433E07 

Sol. Here exponents are not equal, therefore firstly make exponents same such that 

mantissa of number with smaller exponent sifted towards R.H.S. equal to the 

number of digits smaller exponent less than with larger exponent i.e. 7-5=2.   

                 .3456E05    .0034E07 Addend 

                                        .5456E07  Augend 

                                         ----------- 

                                        .5490E07  Sum 

                                         ----------- 

Example 1.5 

        Add .3456E03 and .5433E07 

Sol. Here exponents are not equal, therefore firstly make exponents same such that 

mantissa of number with smaller exponent sifted towards R.H.S. equal to the 

number of digits smaller exponent less than with larger exponent i.e. 7-3=4.   

                 .3456E03    .0000E07  Addend  

                                        .5456E07  Augend 

                                         ----------- 

                                        .5456E07  Sum 

                                         ----------- 

Example 1.6 

           Add .4567E05 to .7456E05  

Sol. Here exponents are equal, we have to add only mantissa and exponent 

remains unchanged.      

                          .3456E05  Addend 

                          .7567E05 Augend 

                          ----------- 

                        1.1023E05->.1102E06  Sum (Last digit of mantissa is chopped)  
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Example 1.7 

           Add .4567E99 to .7456E99  

Sol. Here exponents are equal, we have to add only mantissa and exponent 

remains unchanged.      

              .3456E05   Addend 

              .7567E05  Augend 

               ----------- 

             1.1023E05->.1102E100 Sum (Last digit of mantissa is chopped)  

              -----------  
OVERFLOW 
 As per exponent part can not store more than two digits, the number is larger than 

the largest number that can be stored in a memory location. This condition is 

called overflow condition and computer will intimate an error condition. 

 

1.2.2. SUBTRACTION 

Rules to subtract a number from other are as follows: 

a. Their exponents are to be made same if they are not same.  

b. Subtract mantissa of one number from other to get the mantissa of resultant. 

c. Result is written in normalized floating point number. 

d.   Check the underflow condition 

Example 1.8 

           Subtract .3456E05 from .4567E05  

Sol. Here exponents are equal, we have to subtract mantissa and exponents remain 

unchanged.      

                          .4567E05  Minuend 

                          .3456E05  Subtrahend 

                          ----------- 

                         .18114E05  Difference 
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Example 1.9 

        Subtract .3456E05 from .5433E07 

Sol. Here exponents are not equal, therefore firstly make exponents same such that 

mantissa of number with smaller exponent sifted towards R.H.S. equal to the 

number of digits smaller exponent less than with larger exponent i.e. 7-5=2.   

                                        .5456E07 

                 .3456E05    .0034E07 

                                         ----------- 

                                        .5422E07 

                                         ----------- 

Example 1.10 

        Subtract .3456E03 from .5433E07 

Sol. Here exponents are not equal, therefore firstly make exponents same such that 

mantissa of number with smaller exponent sifted towards R.H.S. equal to the 

number of digits smaller exponent less than with larger exponent i.e. 7-3=4.   

                                        .5433E07 

                 .3456E03    .0000E07 

                                        ----------- 

                                        .5433E07 

                                         ----------- 

Example 1.11 

          Subtract .5345E05 from .5444E05 

Sol. Here exponents are equal, we have to subtract only mantissa and exponent 

remains unchanged.      

                          .5433E05 

                          .5345E05 

                          ----------- 

                           .0088E05->.8800E03  
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Example 1.12 

           Subtract  .5345E-99 from .5433E-99  

Sol. Here exponents are equal, we have to subtract only mantissa and exponent 

remains unchanged.      

                 .5433E-99 

                 .5345E-99 

                 ------------ 

                  .0088E-99 -> .8800E-101 (UNDERFLOW) 

                 ----------- 

 As per exponent part can not store more than two digits, the number is smaller 

than the smallest number that can be stored in a memory location. This condition 

is called underflow condition and computer will intimate an error condition. 

 

1.2.3 MULTIPLICATION 

If two normalized floating point numbers are to be multiplied following rules are 

followed: 

a) Exponents are added to give exponent of the product. 

b) Mantissas of two numbers are multiplied to give mantissa of the product. 

c) Result is written in normalized form. 
d) Check for overflow/underflow condition. 
(m1 x 10e1 )  x   (m2 x10e2  ) = (m1xm2)x10(e1+e2) 

Example 1.13  Find the product of following normalized floating point 
representation with 4 digit mantissa. 
                           .4454E23  and .3456E-45 

Sol.  

Product of mantissa  

                        .4454 x .3456 = .1539302                         

 Discarded 
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Sum of exponents  

                                   23-45  = -18  

 

Resultant Product is       0.1539E-18           

Example 1.13 Find the product of following normalized floating point 

representation with 4 digit mantissa. 

                           .4454E23  and .1456E-45 

Sol.  

Product of mantissa  

                        .4454 x .1456 = .0648502                        

Sum of exponent  

                                   23-45  = -18  

 

Product is .0648502E-18 -> .648502E-19 

 

Resultant product is 0.6485E-19 

 

Example 1.14 Find the product of following normalized floating point 

representation with 4 digit mantissa. 

                           .4454E50  and .3456E51 

Sol.  

Product of mantissa  

                        .4454 x .3456 = .1539302                         

Sum of exponent  

                                   50+51  = 101  

 

Product is .1539E101 (OVERFLOW)           
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As per exponent part can not store more than two digits, the number is larger than 

the largest number that can be stored in a memory location. This condition is 

called overflow condition and computer will intimate an error condition. 

 

Example 1.15 Find the product of following normalised floating point 

representation with 4 digit mantissa. 

                           .4454E-50  and .3456E-51 

Sol.  

Product of mantissa  

                        .4454 x .3456 = .1539302                         

Sum of exponent  

                                   -50-51  = -101  

 

Product is .1539E-101 (UNDERFLOW)           

As per exponent part can not store more than two digits, the number is smaller 

than the smallest number that can be stored in a memory location. This condition 

is called underflow condition and computer will intimate an error condition. 

 

1.2.4 DIVISION 

If two normalized floating point numbers are to be divided following rules are to 

be followed: 

a. Exponent of second number is subtracted from first number to obtain of the 

result. 

b. Mantissas of first number is divided by second number to obtain mantissa of 

the result 

c. Result is written in normalized form. 

d. Check for overflow/underflow condition. 

(m1 x 10e1 )  ÷   (m2 x10e2  ) = (m1÷m2)x10(e1- e2) 

Discarded 
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Example 1.17 Division of .8888E-05 by .2000 E -03 

Sol.       .8888E-05   ÷  .2000 E -03  =   (.8888  ÷  .2222) E-2  

                                                          = 4.4440E-2 

                                                          = .4444E-1 

 

1.3 ERRORS IN NUMBER REPRESENTATION 

A computer has finite word length and so only a fixed number of digits are stored 

and used during computation. This would mean that even in storing an exact 

decimal number in its converted form in the computer memory, an error is 

introduced. This error is machine dependent. After the computation is over, the 

result in the machine form is again converted to decimal form understandable to 

the users and some more error may be introduced at this stage. 

 
                                        Figure 1.4    Effect of the errors on the result 

 

1.3.1 Measurement of errors 

a) Error = True value – Approximate value= Etrue - Ecal 

 

b) Absolute error = | Error| = lcatrue E -  E  

 

c) Relative error = 
true

caltrue

E
EE −

 

Error-2(e2) Error-1(e1) Output 
Number+ 
e1+e2 

Error introduced 
when data stored  

Error introduced  
when information 
retrieved 

Input  
Number 
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d) Percentage error = 
true

caltrue

E
EE −

* 100 

 

Note: For numbers close to 1, absolute error and relative error are nearly equal. 

For numbers not close to 1 there can be great difference. 

Example: If X = 100500                Xcal  = 100000 

Absolute error =   100500 -  100000 =500 

 Relative error (Rx)=    
10000

500  =0.005 

 

 Example: If X = 1.0000               Xcal = 0.9898 

Absolute error = 1.0000 – 0.9898 = 0.0102 

Relative error =
1

0102.0 = 0.0102                                           

                  

e) Inherent error  

      Error arises due to finite representation of numbers.  

      For example  

                1/3 = 0.333333 ……..  

          2  = 1.414……… 

             22/7  = 3.141592653589793………….. 

It is noticed that every arithmetic operation performed during computation, 

gives rise to some error, which once generated may decay or grow in 

subsequent calculations. In some cases error may grow so large as to make 

the computed result totally redundant and we call such a procedure 

numerically unstable. In some case it can be avoided by changing the 
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calculation procedure, which avoids subtractions of nearly equal numbers 

or division by a small number or discarded remaining digits of mantissa. 

      Example Compute midpoint of the numbers 

                             A = 4.568           B= 6.762 

     Using the four digit arithmetic. 

    

      Solution: Method I 

                    C = 
2

BA +  =    
2

762.6568.4 +    =    .5660x 10 

                     Method II  

                    C= A+   
2

A-B     =4.568 +  
2

568.4 - 762.6  = .5665 x 10 

      f) Transaction Error           

Transaction error arises due to representation of finite number of terms of an 

infinite series. 

 For example, finite representation of series Sin x, Log x, ex etc. 

Sin x = x –  
3

3x
  + 

5

5x
-  

7

7x
  +  

9

9x
……………… 

Apart from above type of errors, we face following two types of errors  during 

computation, we come across with large number of significant digits and it will be 

necessary to cut number up to desired significant digits. Meanwhile two types of 

errors are introduced. 

• Round-off Error  

• Chopping-off Error               

g)  Round-off 

        Round-off a number to n significant digits, discard all digits to the right of 

the nth digit, and if this discarded number is: 

          -less than half a unit in the nth place, leave the nth digit unaltered. 
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          - greater than half a unit in the nth place, increase the nth place digit by unity. 

          - exactly half a unit in the nth place, increase the nth digit by unity if it is 

odd, otherwise leave it is unchanged. 

The number thus round-off said to be correct to n significant digits. 

h) Chopping-off  

         In case of chopping-off a number to n significant digits, discard all digits to 

the right of the nth digit, and leave the nth digit unaltered. 

Note : Chopping-off introduced more error than round-off error.  

 Example:  The numbers given below are rounded-off to five significant digits:  

                 2.45678          to   2.4568 

                 1.45334           to  1.4533 

                  2.45657          to  2.4566 

                  2.45656          to  2.4565 

Example:  The numbers given below are chopped-off to five significant digits:  

                 2.45678          to   2.4567 

                 1.45334           to  1.4533 

                  2.45657          to  2.4565 

                  2.45656          to  2.4565 

Test yourself 

QNo. 1 Discuss the errors, if any, introduced by floating point representation of 

decimal representation of decimal numbers in computers. 

QNo. 2 Describe the various components of computation errors introduced by the 

computer. 

QNo. 3 Assuming computer can handle 4 digit mantissa, calculate the absolute 

and relative errors in the following operations were p=0.02455 and q=0.001756. 

(a) p+q (b) p-q (c) px q (d) p ÷ q 
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QNo. 4 Assuming the computer can handle only 4 digits in the mantissa, write an 

algorithm to add, subtract, multiply, and divide two numbers using normalized 

floating point arithmetic. 
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Iterative Methods 
 

STRUCTURE 

2.0 Objective 

2.1 Introduction 

2.2 Bisection Method 

2.3 Rate of Convergence 

2.4 False Position or Regula Falsi Method 

2.5 Order of Convergence of False Position or Regula Falsi Method  

2.6 Newton Raphson Method 

2.7 Convergence of Newton Raphson Method 

2.8 Bairstow’s Method 

2.9 Self Assessment Questions 

 

2.0 OBJECTIVE 

 The objective of this lesson is to develop Iterative methods for finding the 

roots of the algebraic and the transcendental equations.  
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2.1 INTRODUCTION 

To find roots of an equation f(x) = 0, upto a desired accuracy, iterative 

methods are very useful.  

 

2.2 BISECTION METHOD 

 This method is due to Bolzano and is based on the repeated application of the 

intermediate value property. Let the function f(x) be continuous between a and b. For 

definiteness, let f(a) be negative & f(b) be positive. Then, the first approximation to 

the root is  

 x1 = ½ (a+b) 

 If f(x1) = 0, then x1 is a root of f(x) = 0. Otherwise, the root lies between a and 

x1 or x1 and b according as f(x1) is positive or negative. Then, we bisect the interval as 

before and continue the process until the root is found to desired accuracy. If f(x1) is 

+ve, so that the root lies between a and x1. Then the second approximation to the root 

is    x2 = ½(a+x1). If f(x2) is –ve, the root lies between x1 and x2. Then the third 

approximation to the root is x3 = 
2
1 (x1+x2) and so on. 

 Graphically it can be shown as 
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Fig 
 

 

At each step the interval is determined in which the root lies. Middle value is next 

approximation. The process is carried out till the result upto desired accuracy is 

obtained.  

 

2.3 RATE OF CONVERGENCE 

 Let x0, x1, x2, ……… be the values of a root (α) of an equation at the 0th, 1st, 

2nd …….. iterations while its actual value is 3.5567. The values of this root calculated 

by three different methods, are as given below:  

Root   1st Method   2nd Method   3rd Method  

x0 5 5 5 

x1 5.6 3.8527 3.8327 

x2 6.4 3.5693 3.56834 

x3 8.3 3.55798 3.55743 

x4 9.7 3.55687 3.55672 

x5 10.6 3.55676 

x6 11.9 3.55671 

The values in the 1st method do not converge towards the root 3.5567. In the 2nd and 

3rd methods, the values converge to the root after 6th and 4th iterations respectively. 

Fig – 2.1 
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Clearly 3rd method converges faster than the 2nd method. This fastness of convergence 

in any method is represented by its rate of convergence.  

 If e be the error then ei = α - xi = xi+1 – xi.  

 If ei+1/ei is almost constant, convergence is said to be linear, i.e., slow.  

 If ei +1/ei
p is nearly constant, convergence is said to be of order p, i.e., faster.  

Since in case of Bisection method, the new interval containing the root, is 

exactly half the length of the previous one, the interval width is reduced by a factor of 

½ at each step. At the end of the nth step, the new interval will therefore, be of length 

(b-a)/2n. If on repeating this process n times, the latest interval is as small as given ε, 

then (b – a) /2n ≤ ε  

or n ≥ [log(b-a) – log ε]/log 2  

 This gives the number of iterations required for achieving an 

accuracy ε. For example, the minimum number of iterations required for 

converging to a root in the interval (0, 1) for a given ε are as under:  
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ε: 10-2  10-3  10-4 

n:  7  10  14 

 As the error decreases with each step by a factor of ½,           (i.e. ex+1/ex = ½), 

the convergence in the bisection method is ‘linear’.  

Example: Find a root of the equation x3 – 4x – 9 = 0, using the bisection method 

correct to three decimal places.  

Solution: Let   f(x) = x3 – 4x – 9  

Since f(2) is –ve and f(3) is +ve, a root lies between 2 and 3.  

∴ First approximation to the root is  

 x1 = ½(2+3) = 2.5 

Thus f(x1) = (2.5)3 – 4(2.5) – 9 = -3.375, i.e., – ve.  

∴  The root lies between x1 and 3. Thus the second approximation to 

the root is  
x2 = ½ (x1+3)  = 2.75.  

Then   f(x2) = (2.75)3 – 4(2.75) – 9 = 0.7969, i.e., + ve.  

 Therefore, the root lies between x1 and x2. Thus the third approximation to the 

root is  

 x3 = ½(x1+x2) = 2.625 

Then f(x3) = (2.625)3- 4(2.625)-9 = -1.4121, i.e, - ve  

The root lies between x2 and x3. Thus the fourth approximation to the root is x4 = ½ (x2 

+ x3) = 2.6875.  

Repeating this process, the successive approximations are  

 x5 = 2.71875,  x6 = 2.70313,  x7 = 2.71094 

 x8 = 2.70703,  x9 = 2.70508,   x10 = 2.70605 

 x11 = 2.70654,  

Hence the root is 2.706. 

Example: Find real positive root of the following equation by bisection method:  
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x3 – 7x +5 = 0 

Solution:    

Let  f(x) = x3 – 7x +5,  

 f(0) = 5,    f(1) = -1  

∴  Root lies between 0 and 1,  

Values of a, b, 
2

ba +  and the signs + of functional values are shown as follows:  

a   b   
2

ba +   f(a)   f(b)  f(
2

ba + ) 

0  1  0.5  +  - + 

0.5  1  0.75  +  - + 

0.75  1  0.875  +  - - 

0.75  0.875  0.8125 +  - - 

0.75  0.8125 0.7812 +  - + 

0.7812 0.8125 0.7968 +  - - 

0.7812 0.7968 0.7890 +  - - 

0.7812 0.7890 0.7851 +  - - 

0.7812 0.7851 0.7831 +  - - 

0.7812 0.7831 0.7822 +  - + 

2.7822 0.7831 0.7826 +  - + 

Root lies between 0.7826 and 0.7831  

∴  Root is 0.783.  

 

2.4 FALSE POSITION OR REGULA FALSI METHOD  

 Let f(x) = 0 be the equation to be 

solved and the graph of y = f(x) be drawn. If 

the line joining the two points A ↔ [xi-1, f(xi-

Fig – 2.2 
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1)] and           B ↔ [xi, f(xi)] meets the x-axis at (xi+1, 0), xi+1 is the approximate value 

of the root of the equation f(x) = 0.  

 The equation of the line joining the points A and B is  

 y – f(xi –1) = )(
)()(

1
1

1
−

−

− −×
−
−

i
ii

ii xx
xx

xfxf
 

Putting y = 0 

 – f(xi –1) = )(
)()(

1
1

1
−

−

− −×
−
−

i
ii

ii xx
xx

xfxf
 

or  x- xi –1 = – )(
)()( 1

1

1
−

−

− ×
−
−

i
ii

ii xf
xfxf

xx
 

∴ x = xi –1  – 
)()(
)()(

1

11

−

−−

−
−

ii

iii

xfxf
xfxx

 

Therefore, the iterative formula is  

xi+1   =  xi – 1 - 
)()(
)()(

1

11

−

−−

−
−

ii

iii

xfxf
xfxx

 

or  xi + 1  = 
)()(

)()(

1

11

−

−−

−
−

ii

iiii

xfxf
xfxxfx

 

= 
)(     )(

          

i1

i1

xfxf
xx

i

i

−

−  ÷ [f(xi) – f(xi-1)] 

 

2.5 ORDER OF CONVERGENCE OF FALSE POSITION OR 

REGULA FALSI METHOD  
The iterative formula of Regula Falsi Method is  

  xi+1= 
)()(

)()(

1

11

−

−−

−
−

ii

iiii

xfxf
xfxxfx

       (1)  

Let α be the root of the equation f(x) = 0 and ei-1, ei, ei+1 be the errors when xi-1, xi, xi+1 

are the approximate values of the root α.  
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 ∴  ei-1 = xi-1 - α  or  xi-1 = ei-1+ α 

Similarly,  xi= ei+α,   xi+1 = ei+1 +α 

Substituting the values of xi-1, xi, xi+1 in (1) 

 ei+1 + α = 
)()(

)()()()(

1

11

αα
αααα

+−+
++−++

−

−−

ii

iiii

efef
efeefe

 

     = 
)()(

)]()([)]()([(

1

111

αα
ααααα

+−+
+−+++−+

−

−−−

ii

iiiiii

efef
efefefeefe

 

    = 
)()(

)()(

1

11

αα
αα

+−+
+−+

−

−−

ii

iiii

efef
efeefe

+α  

∴   ei+1 = 
)()(

)()(

1

11

−

−−

+−+
+−+

ii

iiii

efef
efeefe

αα
αα

      (2) 

Now expanding f(α+ei) and f(α+ei-1) by Taylor’s theorem. 

Numerator = ei-1 f(α+ei) – eif(α +ei-1) 

        =  ei-1 [f(α) +eif ′(α)+ ........)("
!2

2

+αf
ei ] 

   – ei [f(α) +ei-1f ′ (α)+ ........)("
!2

2
1 +− αf

ei ] 

       = [ei-1 – ei] f(α) + ........)("
!2

2
1

2
1 +

− −− αf
eeee iiii  

        ~ )("
!2

)( 11 αf
eeee iiii −− −

 

 [Qf(α) = 0, α being the root of f(x) = 0 Terms containing ei
3,     

e3
i-1 and higher degree terms are neglected.] 

Denominator = f(α +ei) – f(α+ei-1)  

  = [ f(α) +eif ′(α) + ........)("
!2

2

+αf
ei ] 
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       – [f(α) +ei-1f′(α)+ ........)("
!2

2
1 +− αf

ei ] 

 = (ei– ei-1) f′(α) + ........)("
!2

2
1

2

+
− − αf

ee ii  

 ~ (ei– ei-1) f’(α)  [Terms containing ei
2, e2

i-1 and   

       higher degree terms are neglected.] 

∴ (2) becomes 

ei+1 = 
)'

)")(
!2

1

1

11

(α)f-e(e

(α feeee

i-i

iiii  − −−

 

or  ei+1  = ,
)'2

)"
1

1 kee
(αf

(α fee
ii

ii
−

− =
 

      (3) 

where  k = 
)'2

)"
(αf

(α f   

If p is the order of convergence  

ei≤ ep
i-1 k′  or  taking ei = ep

i-1 k′     (4) 

for all i ≥ n, k′ is a constant.  

Eliminating ei-1 from (3) and (4)  

ei+1 = ei p
pi

p
i

k
kek

k
 e

/1

1
1

/1

''
+=⎟

⎠

⎞
⎜
⎝

⎛  
      (5) 

Also  ei+1 = ei
pk′         (6) 

Equating the values of ei+1from (5) and (6)  

 p
pi k

ke /1

11

'
+ = ei 

pk′        (7) 

Choosing k and k′ such that k = k′. k′1/p= k′1+1/p, (7) becomes  

 ei
1+1/p = ei 

p 
  

∴  1 + 
p
  1 = p  or  p2– p – 1  = 0  



MCA-305 27 
 

∴ p = 
2

51  ±  

Taking +ve sign, p = 
2

15  + = 
2
236.3   = 1.618 

∴  Order of convergence of Regular Falsi Method is 1.618 

Example: Solve x3 – 9x +1 = 0 for the root lying between 2 and 4 by the method of 

false position.  

Solution:  Let f(x) = x3 – 9x+1 = 0 

∴  f(2) = – 9,  f(4) = 29  

In the iterative formula 

xi+1 = xi-1 - )()(
)()(

1

11

−

−+

−
 −

ii

iii

xfxf
xfxx  

Putting  i = 1,    
29)(     9)(

4          ,2

10

10

=−=
==
xfxf

xx
 

x2 =  x0 - 
)()(
)()(

01

001

xfxf
xfxx

−
 −  

     = 2 – 47.2
38
182

)9(29
)9)(24(

=+=
−−

 −−  

For second approximation x3,  

 i = 2,   
29)(     063.6)(

4          ,47.2

21

21

=−=
==

xfxf
xx

 

 x3 = 2.47 + 
063.35

063.653.1  × = 2.73 

For third approximation x4, 

 i = 3,   
29)(     2.3)(

4          ,73.2

32

32

=−=
==
xfxf

xx
 

x4 = 2.73 + 85.2
2.32

)2.3)(27.1(
=
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   ∴       f(2.85) = –2.07  

Putting  i= 4, the fourth approximation is 

 x5 = 2.85+ ,92.2
07.31

)07.2)(15.1(
=

  

   f(2.92) = – 0.37   

and for  i = 5  

 x6 = 2.92+ 93.2
37.29

)7.3)(08.1(
=

  

 f(2.93) =  0.21   

similarly, for  

i = 6  

x7 = 2.93+ 937.2
21.29

)21.0)(07.1(
=

  

∴ Root of f(x) = 0 is 2.94, correct to two significant figures.   

 

2.6 NEWTON-RAPHSON METHOD  
 Let f(x) = 0 be the equation whose solution is required. If xi be a point near the 

root, f(x) may be written as  

 f(x) = (xi+ ixx − ).  

Expanding it by Taylor’s series  

 f(x) = f(xi) + (x-xi) f′(xi) + 0....)("
!2

)( 2

=+
 −

i
i xf

xx
 

 As a first approximation, (x-xi)2 and higher degree terms are neglected.  

∴ f(xi) + (x-xi) f′(xi)= 0 

or  x-xi= - 
)('
)(

i

i

xf
xf   
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or  x = xi - )('
)(

i

i

xf
xf   

Iterative algorithm of Newton-Raphson method is  

 xi+1 =  xi - 
)('
)(

i

i

xf
xf          when f′(xi)≠ 0 

Geometrical interpretation of this formula may be given as follows:  

Let the graph of y = f(x) be drawn and Pi be any point (xi , yi) on it.  

  

 

 

  

 

 

  

 

 

Equation of the tangent at pi is  

 y – f(xi) = f′(xi). (x – xi)  

 Putting y = 0, i.e., tangent at Pi meets the x - axis at Mi + 1 whose abscissa is 

given by  

 x – xi =  –
)('
)(

i

i

xf
xf   

or  x = xi - )('
)(

i

i

xf
xf   

which is nearer to the root α.  

∴ Iterative algorithm is  

Fig- 2.3 
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 xi+1=xi - )('
)(

i

i

xf
xf  . 

 Thus in this method, we have replaced the part of the curve between the point 

Pi and x – axis by a tangent to the curve at Pi and so on. 

Example: Find the real root of the equation xex – 2 = 0 correct to two decimal places, 

using Newton –Raphson method.  

Solution : Given f(x) = xex –2, we have  

f ′(x) = xex +ex and f′′(x) = xex + 2ex
 

Therefore, we obtain 

 f(0) = –2  and f(1) = e –2   = 0.71828 

Hence, the required root lies in the interval (0,1) and is nearer to 1. Also f′ (x) and 

f′′(x) do not vanish in (0,1); f(x) and f′′(x) will have the same sign at x = 1. Therefore, 

we take the first approximation x0 = 1, and using Newton-Raphson method, we get 

 x1= x0 - )('
)(

0

0

xf
xf  =  

e
e

2
2 + = 0.867879 

and  f(x1) = 0.06716 

The second approximation is  

 x2=x1 - )('
)(

1

1

xf
xf  = 0.867879 - 

44902.4
06716.0  = 0.85278 

and  

 f(x2) = 7.655 x 10-4 

Thus, the required root is 0.853 

Example: Find a real root of the equation x3–x – 1 = 0 using Newton Raphson 

method, correct to four decimal places.  

Solution: Let f(x) = x3 – x – 1, then we note that f(1) = –1, f(2) = 5. Therefore, the root 

lies in the interval (1, 2). We also note that  

f′ (x) = 3x2 – 1,  f′′(x) = 6x  
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and  

 f(1) = –1,  f′′(1) = 6,  f(2) = 5,  f′′(2) = 12 

Since f(2) and f′′(2) are of the same sign, we choose x0 = 2 as the first approximation 

to the root. The second approximation is computed using Newton-Raphson method as  

 x1=x0 - )('
)(

0

0

xf
xf  = 2 - 

11
5 = 1.54545  and  f(x1) = 1.14573 

The successive approximations are  

 x2=1.54545 - 
16525.6
14573.1  = 1.35961,      f(x2) = 0.15369 

 x3=1.35961 - 
54562.4
15369.0  = 1.32579,             f(x3) = 4.60959 x 10-3 

 x4=1.32579 - 
27316.4

1060959.4 3 × −

= 1.32471,    f(x4) = -3.39345 x  10-5 

 x5=1.32471+ 
26457.4

1039345.3 5 −× =1.324718,   f(x5) = 1.823 x  10-7 

Hence, the required root is 1.3247. 

 

2.7 CONVERGENCE OF NEWTON-REPHSON METHOD 
To examine the convergence of Newton-Raphson formula  

 xn+1 = xn - )('
)(

n

n

xf
xf         (1) 

We compare it with the general iteration formula  xn+1 = φ(xn), and thus obtain  

 φ(xn) = xn - )('
)(

n

n

xf
xf   

or, we write it as  

 φ(x) = x - 
)('
)(

xf
xf   
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We also know that the iteration method converges if |φ′(x)|<1. Therefore, Newton-

Raphson formula (1) converges, provided  

|f(x) f′′(x)| <|f′(x)|2      (2) 

in the interval considered. Newton-Raphson formula therefore converges, 

provided the initial approximation x0 is chosen sufficiently close to the 

root and f(x), f′(x) and f′′(x) are continuous and bounded in any small 

interval containing the root.  

Definition: 

 Let  

  xn = α + εn,   xn+1 = α + εn+1 

where α is a root of f(x) = 0. If we can prove that εn+1 = K εp
, where K is a constant 

and ε n is the error involved at the nth step, while finding the root by an iterative 

method, then the rate of convergence of the method is p.  

 We can now establish that Newton-Raphosn method converges quadratically. 

Let  

 xn = α + εn,   xn+1 = α + εn+1, 

where α is a root of f(x) = 0 and εn is the  error involved at the nth step, while finding 

the root by Newton-Raphson formula (1). Then, Eq. (1) gives  

 α + εn+1  = α + εn – 
)('
)(

n

n

f
f

εα
εα

+
+ , 

i.e., 

 εn+1  = εn – 
)('
)(

n

n

f
f

εα
εα

+
+ = 

)('
)()('

n

nnn

f
ff

εα
εαεαε

+
+−+

 

Using Taylor’s expansion, we get  

 εn+1  =  [ ]{ ....)('')('
.......)(")('

1
++

++
αεαε

αεα
ff

ff nn
n
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     – 
⎪⎭

⎪
⎬
⎫

⎥
⎦

⎤
⎢
⎣

⎡
+++ .....)("

2
)(')(

2

α
ε

αεα fff n
n  

 Since α is a root, f(α) = 0. Therefore, the above expression simplifies to  

 εn+1     =  
)(")('

1)("
2

2

αεα
αε

ff
f

n

n

+
 

  = 
12

)('
)("1

)('
)("

2

−

⎥
⎦

⎤
⎢
⎣

⎡
+

α
αε

α
αε

f
f

f
f

n
n  

  = ⎥
⎦

⎤
⎢
⎣

⎡
−

)('
)("1

)('
)("

2

2

α
αε

α
αε

f
f

f
f

n
n  

 

or 

 εn+1   = )(
)('
)("

2
3

2

n
n o

f
f ε

α
αε

+  

On neglecting terms of order )( 3
nε  and higher power, we obtain  

 εn+1  = )( 2
nK ε , where      (3) 

  K = 
)('2
)("

α
α

f
f         (4) 

It shows that Newton-Raphson method has second order convergence or converges 

quadratically.  

Example: Set up Newton’s scheme of iteration for finding the square root of a 

positive number N.  

Solution:  The square root of N can be carried out as a root of the equation x2 – N 

= 0. Let f(x) = x2 – N. By Newton’s method, we have  

 xn+1 = xn - 
)('
)(

n

n

xf
xf

. 

In this problem, f(x) = x2 – N,  f′(x) = 2x. Therefore,  
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 xn+1 = xn - ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=

−

n
n

n

n

x
Nx

x
Nx

2
1

2

2

     (5) 

Example: Evaluate 12 , by Newton’s formula.  

Solution : Since 9 = 3, 16 = 4, we take x0 = (3 + 4)/2 = 3.5. Using 

equation (5), we have 

 x1 = 4643.3
5.3

125.3
2
1

2
1

0
0 =⎟

⎠
⎞

⎜
⎝
⎛ +=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+

x
Nx  

 x2 = 4641.3
4643.3
124643.3

2
1

=⎟
⎠
⎞

⎜
⎝
⎛ +  

 x3 = 4641.3
4641.3
124641.3

2
1

=⎟
⎠
⎞

⎜
⎝
⎛ +  

Hence, 12 = 3.4641upto four decimal places.  

 

2.8 BAIRSTOW’S METHOD  

Lin-Bairstow’s method is often useful in finding quadratic factors of 

polynomial and finding the complete roots of a polynomial equation with 

real coefficients. Let the polynomial equation is given by  
 f(x) = A3x3 + A2x2 + A1x + A0 = 0      (1)  

Let x2 + Rx + S be a quadratic factor of f(x) and also let x2 + rx + s be an approximate 

factor. Usually, first approximations to r and s can be obtained from the last three 

terms of the given polynomial. Thus,  

 
2

1

A
A

r =  and 
2

0

A
As =        (2) 

Dividing f(x) by x2 + rx + s, let  

 f(x) = (x2 + rx +s) (B2x +B1) + Cx +D  

      = B2x3 +(B2r +B1)x2 + (C +B1r + sB2) x + (B1s+D), (3) 
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where the constants B1, B2, C and D have to be determined. Equating the 

coefficients of the like powers of x in equations (1) and (3), we get  
 B2 =  A3 

 B1 = A2 -  rB2  

C = A1 -  rB1 – sB2        (4) 

D = A0 – sB1 

From (4), it is clear that the coefficients B1, B2, C and D are functions of r 

and s. Since x2 + Rx + S is a factor of the given polynomial, So  
 C(R, S) = 0  and  D(R, S) = 0    (5) 

Taking    

R = r + Δr  and  S = s + Δs    (6) 

Equations (5) can be expanded by Taylor’s series and we obtain  

 C(R, S) = C(r, s) + Δr . 0. =
∂
∂

Δ+
∂
∂

s
Cs

r
C  

          (7) 

 D(R, S) = D(r, s) + Δr . 0. =
∂
∂

Δ+
∂
∂

s
Ds

r
D    

where the derivatives are to be computed at r and s. We solve equation (7) for Δr and 

Δs. Using these values in (6) will give the next approximation to R and S, 

respectively. This process can be repeated until successive values of R and S show no 

significant change.  

Example: Find the quadratic factor of the polynomial  

  f(x) = x3 – 2x2 + x – 2   

Solution:  

Here, we have A3 = 1, A2 = –2, A1 = 1 and A0 = –2  

So,  r = – 
2
1   and   s = 1  

Using Equations (4), we have  
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 B2 = 1;  B1 = –  2 –  r  

 C = 1 – r (– 2 –r ) – s = 1 + 2r + r2 – s,  

and  D =  –  2– s (– 2 – r ) = – 2 + 2s +rs. 

Also  [C(r, s)](- ½,1) =   1 – 1 + 
4
1  – 1 = –

4
3 ; 

 [D(r,s)](- ½,1) =   –2 + 2 – 
2
1  = – 

2
1  ; 

;1    ;122
1,

2
1

1,
2
1

−=⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

=+=⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

⎟
⎠
⎞

⎜
⎝
⎛ −⎟

⎠
⎞

⎜
⎝
⎛ − s

Cr
r
C  

;1
1,

2
1

==⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

⎟
⎠
⎞

⎜
⎝
⎛ −

s
r
D  

and  
2
32

1,
2
1

=+=⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

⎟
⎠
⎞

⎜
⎝
⎛ −

r
s
D  

 Following equations (7), we get    

Δr – Δs = ¾   and  Δr +3/2 Δs = ½  

Hence  Δr = 
20
13   and  Δs = 

10
1

−  

Thus, we have   

R = –
2
1 + 

20
13  = 

20
3 = 0.15 

and  S = 1 – 
10
1 =  

10
9 =  0.9 

 Therefore, the quadratic factor is x2 + 0.15x + 0.9, which is now taken as the 

approximate quadratic factor to get the second approximation. So that, for the second 

approximation r = 0.15 and      s = 0.9, then  

 C = 1 + 2.15 (0.15) – 0.9 = 0.4225,  

 D = –2 + 2.15 (0.9) = 0.065,  
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r
C

∂
∂ = 2 + 2(0.15) = 2.30,  

 
S
C

∂
∂ = – 1; 

r
D

∂
∂ = 0.9 and 

s
D

∂
∂ = 2 + r = 2.15.  

Hence, equations (7) give us  

 2.3 Δr – Δs = – 0.4225  

and  0.9Δr + 2.15 Δs = –   0.065  

Solving these equations, we get  

 Δr = – 0.1665312   

and Δs = 0.0394783.  

Therefore, the second approximations are obtained as  

R = 0.15 – 0.16665312 = – 0.0165312 

and  S = 0.9 + 0.0394783 = 0.9394783 

Thus, the second approximation to the quadratic factor is x2– 0.0165312 x + 

0.9394783. This process is repeated until no significant difference in the values of R 

and S is there, in two consecutive steps.  

 

2.9 SELF ASSESSMENT QUESTIONS 

1. Find a root of the following equations by using bisection method. 

 (i) x3 - 2x - 5 = 0 (ii) x – cos x = 0 

2. Using Regula Falsi method, compute the real root of the following 

equations. 

 (i) xex – 2 = 0  (ii) x3 - 4x - 9 = 0 

3. Using Newton Raphson method, evaluate 

 (i) √32   (ii) 1/3  (iii) 1/15 

4. Using Bairstow’s method, obtain the quadratic factor of the polynomial 

given by 
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 f(x) = x3 – 2x2 + x – 2 

Answers: (1) (i) 2.687  (ii) 0.937 

(2) (i) 0.853  (ii) 2.7065 

(3) (i) 5.6569 (ii) 3.4482 

 (iii) 0.258 

(4) x2 + 1 
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Course Code - MCA-305 Writer – Dr. Aseem Miglani 

Lesson No. -  03 Vetter – Prof. Kuldip Bansal 

Interpolation-I 
 

STRUCTURE 

3.0 Objective 

3.1 Introduction 

3.2 Errors in Polynomial Interpolation 

3.3 Finite Differences 

3.4 Detection of Error by use of Difference Tables 

3.5 Differences of a Polynomial 

3.6 Newton’s Forward Interpolation Formula 

3.7 Newton’s Backward Interpolation Formula 

3.8 Self Assessment Questions 

 

3.0 OBJECTIVE 

 In this lesson, the objective is to introduce the concepts of 

finite differences, thereby, to derive the interpolation formulae 

using the forward and backward difference operators and tables, 

for the given equi-spaced set of tabular values. 
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3.1 INTRODUCTION 
The problem of approximating a given function f(x) by 

polynomials P9x) is generally used for the construction of the function 

f(x), when it is not given in the form and only the values of f(x) are given 

at a set of distinct points. The deviation of f(x) from P(x), i.e., f(x) – P(x), 

x є [a, b], is called the error of approximation. 

Let y = f(x), x0 ≤  x ≤  xn, be a function, then corresponding to every 

value of x in the range x0 ≤ x≤ xn, there exists one or more values of y. If 

the function f(x) is single-valued and continuous and that it is known 

explicitly, then the values of f(x) corresponding to certain given values of 

x, say x0, x1…. xn can easily be computed and tabulated. Conversely, 

given a set of tabulated values (x0, y0), (x1, y1), (x2, y2),......, (xn, yn) 

satisfying the relation y = f(x)  where the explicit nature of f(x) is not 

known, then it is required to find a function, say φ(x), such that f(x) and 

φ(x) agree at the set of tabulated points. Such a process is called 

interpolation. If φ(x) is a polynomial, then the process is called 

polynomial interpolation and φ(x) is called the interpolating polynomial. 

Similarly, different types of interpolation arise depending on whether φ(x) 

is a finite trigonometric series, series of Bessel functions, etc. But, we 

shall be concerned with polynomial interpolation only.  
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 The study of interpolation is based on the calculus of finite 

differences, which deals with the changes that take place in the value of 

the function (dependent variable) due to finite changes in the independent 

variable. 

 In this lesson , we derive two important interpolation formulae by 

means of forward and backward differences of a function. 

 

3.2 ERRORS IN POLYNOMIAL INTERPOLATION  

 Let the function y = f(x) be defined by the (n+1) points (xi, yi), i = 

0, 1, 2,….., n, and is continuous and differentiable (n+1) times. Let y = 

f(x) be approximated by a polynomial φn(x) of degree not exceeding n 

such that  

 φn(xi) = yi,   i = 0, 1,2,……… n.      ---(1) 

Now, if we use φn(x) to obtain approximate values of f(x) at some points 

other than those defined by (1), what would be the accuracy of this 

approximation? Since the expression f(x) - φn(x) vanishes for x = x0, 

x1,….. xn, so we consider  

 f(x) - φn(x) = Lπn+1(x),      ---(2) 

where πn+1(x) = (x – x0) (x – x1).....(x – xn),     ---(3) 

and L is to be determined such that equation (2) holds for any 

intermediate value of x, say x = x′, x0 <x′ < xn. Clearly, we have  
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L =
)'(

)'()'(

1 x
xxf

n

n

+

−
π

φ .       ---(4) 

We construct a function F(x) such that  

 F(x) = f(x) - φn(x) – L πn+1(x),     ---(5) 

where L is given by (4) above. From the definition of F(x), it is clear that  

F(x0) = F(x1) = … = F(xn) =F(x′) = 0,    

that is, F(x) vanishes at (n+2) points in the interval x0 ≤ x ≤ xn. 

Consequently, by the repeated application of Rolle’s theorem F′(x) must 

vanish (n+1) times, F′′(x) must vanish n times, etc., in the interval x0 ≤x≤ 

xn. In particular, F(n+1)(x) must vanish once in the interval. Let this point 

be given by x=ξ, x0 < ξ < xn. Differentiating (5), (n +1) times with 

respect to x and put x = ξ, we get  

 0 = f(n+1) (ξ)- L. (n+1)!      ---(6) 

Expression (6) implies  

 L = 
)!1(

)()1(

+

+

n
f n ξ         ---(7) 

Comparison of (4) and (7) gives us  

 f(x′) - φn(x′) =
)!1(

)()1(

+

+

n
f n ξ πn+1 (x′).     ---(8) 

Since x = x′ is any intermediate value of x, so dropping the prime on x′, 

we obtain  

f(x) - φn(x) = 
)!1(
)(1

+
+

n
xnπ f(n+1)(ξ), x0 <ξ <xn ,    ---(9) 
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which is the required expression for the error. It is extremely useful in 

theoretical work in different branches of numerical analysis. In particular, 

we will use it to determine errors in Newton’s interpolation formulae.  

 

3.3 FINITE DIFFERENCES  

 Suppose that the function y = f(x) be tabulated for equally spaced 

set of values say xi = x0 + ih, i = 0, 1,2,….n,  and we  have a table of 

values (xi, yi), i = 0, 1,2,3…..n. Finding the values of f(x) for some 

intermediate values of x, or the derivative of f(x) for some x in the range 

x0≤ x ≤ xn, is based on the concept of the differences of a function. The 

following three types of differences are found useful.  

 

Forward Differences: 

 If y0, y1, y2, …, yn denote a set of values of y, then y1 – y0, y2 – y1,… 

, yn – yn-1 are called the differences of y. These differences of y denoted 

by Δy0, Δy1,…, Δyn-1 respectively are called the first forward differences, 

and we have  

 Δy0 = y1 – y0,  Δy1 = y2 – y1, ....., Δyn-1 = yn – yn-1, 

or  Δyr = yr+1 – yr, r = 0, 1,2,……… n – 1, 

where Δ is called the forward difference operator. The differences of the 

first forward differences are called second forward differences and are 

denoted by Δ2y0, Δ2y1,….. Similarly, one can define third forward 

differences, fourth forward differences etc. Thus, we have  
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 Δ2y0 = Δy1 - Δy0 = y2 – y1 – (y1 – y0) = y2 – 2y1 + y0, 

 Δ3y0 = Δ2y1 - Δ2y0 = y3 -2y2+ y1 – (y2 – 2y1 + y0) 

        = y3 - 3y2 + 3y1 – y0 

 Δ4y0 = Δ3y1 - Δ3y0 

        = y4 - 3y3 + 3y2 – y1 – (y3 – 3y2 + 3y1 – y0)  

        = y4 - 4y3 + 6y2 – 4y1 + y0 

And, in general  

Δpyr = Δp-1 yr+1 - Δp-1 yr = yn – nc1 yn-1+ nc2  yn-2 +……+(-1)ny0.  

It is, therefore, clear that any higher order difference can easily be 

expressed in terms of the ordinates, since the coefficients occurring on the 

right side are the binomial coefficients.  

 These differences are systematically set out as follows in what is 

called a forward difference table.  

 

Forward Difference Table 
x y Δ Δ2 Δ3 Δ4 Δ5 Δ6 

x0 y0 
  Δy0  
x1 y1  Δ2y0 
  Δy1  Δ3y0 
x2 y2  Δ2y1  Δ4y0 
  Δy2  Δ3y1  Δ5y0 
x3 y3  Δ2y2  Δ4y1  Δ6y0 
  Δy3  Δ3y2  Δ5y1 
x4 y4  Δ2y3  Δ4y2 
  Δy4  Δ3y3 
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x5 y5  Δ2y4 
  Δy5 
x6 y6 
 

Backward Differences: 

 The differences y1– y0, y2 – y1, .....,yn – yn-1 when denoted by ∇y1, 

∇y2, …., ∇yn respectively, are called the first backward differences. So 

that ∇y1 = y1 – y0, ∇y2 = y2 – y1,…..,∇yn = yn – yn-1, where ∇ is called the 

backward difference operator. One can define backward differences of 

higher orders as  

 ∇2y2 = ∇y2 - ∇y1 = y2 – y 1 – (y1- y0) = y2 – 2y1 + y0, 

 ∇3y3 = ∇2y3 - ∇2y2 = y3 – 3y2 + 3y1 – y0 . 

These differences are exhibited in the form of a backward difference table 

as given below 

 

Backward Difference Table 

  x y ∇ ∇2 ∇3 ∇4 ∇5 ∇6 

x0 y0   

x1 y1 ∇y1 

x2 y2 ∇y2 ∇2y2 

x3 y3 ∇y3 ∇2y3 ∇3y3 

x4 y4 ∇y4 ∇2y4 ∇3y4 ∇4y4 

x5 y5 ∇y5 ∇2y5 ∇3y5 ∇4y5 ∇5y5  

x6 y6 ∇y6 ∇2y6 ∇3y6 ∇4y6 ∇5y5 ∇6y6 
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Central Differences:   

The central difference operator δ is defined by the relations  

y1 – y0 = δy1/2, y2 – y1 = δy3/2,….., yn – yn-1 = δyn – ½ .  

The higher order central differences are defined as  

 δy3/2 – δy½  = δ2y1, δy5/2 – δy3/2 = δ2y2,…….  

 δ2y2 – δ2y1 = δ3y3/2, and so on.  

These differences are shown in the following table:  

Central Difference Table 

x y δ δ2 δ3 δ4 δ5 δ6 
 
x0 y0 
  δy1/2  
x1 y1  δ2y1 
  δy3/2  δ3y3/2 
x2 y2  δ2y2  δ4y2 
  δy5/2  δ3y5/2  δ5y5/2 
x3 y3  δ2y3  δ4y3  δ6y3 
  δy7/2  δ3y7/2  δ5y7/2 
x4 y4  δ2y4  δ4y4 
  δy9/2  δ3y9/2 
x5 y5  δ2y5 
  δy11/2 
x6 y6 
 

 We see from this table that the central differences on the same 

horizontal line have the same suffix. Also, the differences of odd order 
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are know only for half values of the suffix and those of even order for 

only integral values of the suffix.  

Observation: It is noted that in all the three tables, the same numbers 

occur in the same position and it is only the notation which changes, e.g.,  

y1 – y0 = Δy0 = ∇y1 = δy1/2 

Other Difference Operators:  

The operators Δ, ∇ and δ have already been defined. Besides these, there 

are operators E and μ, which are defined as follows :   

Shift operator E is defined as the operation of increasing the argument x 

by h, so that  

 Ef(x) = f(x + h), E2f(x) = f(x + 2h), E3 f(x)= f(x+3h)  etc.  

The inverse operator E-1 is defined by  

 E-1 f(x) = f(x – h)  

If yx is the function f(x), then  

 Eyx = yx+h, E-1yx = yx-h, Enyx = yx+nh,  

where n may be any real number.  

Averaging operator μ is defined by the relation  

 μyx = 
2
1 (

2
hx

y
+

+
2
hx

y
−

 )    

Remark: In the difference calculus E is regarded as the fundamental 

operator and Δ, ∇, δ, μ can be expressed in terms of E.  

 

Relations between the operators: Show that  
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(i)  Δ = E – 1    (ii)  ∇ = 1 – E-1 

(iii)  δ = E1/2- E-1/2   (iv)  μ = ½(E1/2 + E-1/2) 

(v) Δ = E∇ = ∇E = δE1/2  (vi) E = ehD 

Proof:  

i)  Δyx = yx+h – yx = Eyx – yx = (E – 1)yx 

This shows that the operators Δ and E are connected by the 

symbolic relation  

Δ = E – 1 or E = 1 +Δ  

ii) ∇yx = yx – yx-h = yx – E-1yx  

       = (1 – E-1) yx  

∴ ∇ = 1 – E-1  

(iii) δyx = 
2
hx

y
+

 – 
2
hx

y
−

    

       =  E1/2 yx – E-1/2 yx = (E1/2 – E-1/2)yx  

    δ = E1/2 – E-1/2 

(iv)  μyx =  
2
1 (

2
hx

y
+

+
2
hx

y
−

 )      

       =  
2
1 (E1/2yx + E-1/2yx) = 

2
1 (E1/2 + E-1/2)yx  

∴ μ    = 
2
1  (E1/2 + E-1/2)  

(v)  E∇yx =  E(yx – yx-h) = Eyx – Eyx – h  

         = yx+h – yx = Δyx 

∴ E∇ = Δ 
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 ∇ Eyx = ∇yx+h = yx+h – yx = Δyx 

∴ ∇E = Δ 

 δE1/2yx  = δ 
2
hx

y
+

 = 
22
hhx

y
++

–
22
hhx

y
−+

   

    =  yx+h – yx = Δyx  

∴ δE1/2 = Δ  

Hence  Δ = E∇ = ∇E = δE1/2  

(vi) Ef(x) = f(x + h)  

          = f(x) + hf ′ (x) + 
!2

2h   f ′′(x) + …………. 

      [by Taylor’s series]  

  = f(x) + hDf(x) +   
!2

2h D2f(x) + …… 

  = )(..............
!3!2

1
3322

xfDhDhhD ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++++  

    = ehDf(x) 

 E = ehD  

 

Example: Prove that  

 ex = x

x
x

e
Eee

E 2

2

.
Δ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ Δ , 

the interval of differencing being h.  

Solution:  
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Since  ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ
E

2

ex = Δ2. E-1 ex = Δ2 ex-h  

   = Δ2ex e-h = e-h Δ2ex  

∴      ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ
E

2

ex
x

x

e
Ee

2.
Δ

 = e-h Δ2ex
x

x

e
Ee

2.
Δ

 =  e-h Eex       

   = e-h . ex+h = ex. 

 

Example: Prove with the usual notations, that  

i. (E1/2 + E-1/2) ( 1 + Δ)1/2 = 2 + Δ  

ii. Δ = ½ δ2 + δ √(1+δ2/4)  

iii. Δ3y2 = ∇3y5. 

Solution:  

i. (E1/2 + E-1/2) (1+Δ)1/2  

  = (E1/2 + E-1/2) E1/2 

  = E + 1 = 1 + Δ + 1  

  = 2 + Δ.  

ii. ½δ2 + δ 4/1 2δ+  

  = ½(E1/2 - E-1/2)2 + (E1/2 – E-1/2) 4/)(1 22/12/1 −−+ EE  

  = ½( E+E-1 – 2) + (E1/2 – E-1/2) 4/)2( 1 ++ −EE  

  =½(E + E-1 – 2) + (E1/2 – E-1/2) (E1/2 + E-1/2)/2 

  =½[(E+ E-1 – 2) + (E – E-1)] = ½(2E – 2)      

  =E – 1 = Δ.  
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iii. Δ3y2  = (E – 1)3y2     [QΔ = E – 1] 

  = (E3 – 3E2 + 3E – 1) y2  

  = y5 – 3y4 + 3y3 – y2     ---(1)  

∇3y5  = (1 – E-1)3y5            [Q∇ = 1 – E-1] 

 = (1 – 3E-1 + 3E-2 – E-3)y5 

 = y5 – 3y4 +3y3 – y2     ---(2)  

 

From (1) and (2),  

 Δ3y2 = ∇3y5.  

Example: Using the method of separation of symbols, prove that  

 (i) u1x + u2x2 + u3x3 + ………… 

  = .......
111 1

2
3

1

2

1 +Δ⎟
⎠
⎞

⎜
⎝
⎛

−
+Δ⎟

⎠
⎞

⎜
⎝
⎛

−
+

−
u

x
xu

x
xu

x
x  

 (ii)  u0 + ..........
!3!2!1

3
3

2
21 +++

xuxuxu  

  = ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+Δ+Δ+Δ+ ........

!3!2 0
3

3

0
2

2

00 uxuxuxue x  

Solution: 

(i) L.H.S. = xu1 + x2 Eu1 +x3E2u1 +……  [Q ux+h = Ehux]  

 = x(1+xE + x2E2+…..)u1 

 = x . ,
1

1
1u

xE−
   [taking sum of infinite G.P.]  

 = x 1)1(1
1 u

x ⎥
⎦

⎤
⎢
⎣

⎡
Δ+−

      [QE= 1 + Δ] 
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 = x 1

1

1 1
1

1)1
1 u

x
x

x
xu

xx

−

⎟
⎠
⎞

⎜
⎝
⎛

−
Δ

−
−

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Δ−−

  

 = 12

22

........
)1(1

1
1

u
x

x
x

x
x

x
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−
Δ

+
−
Δ

−
−

  

 = ............
)1()1(1 1

2
3

3

1

2

1 2 +Δ
−

+Δ
−

+
−

u
x

xu
x

xu
x

x   

 = R.H.S.  

(ii) L.H.S. = u0 + 
!1
x Eu0 + !2

2x E2u0 + 
!3

3x E3u0+………. 

 = 0

3322

........
!3!2!1

1 uExExxE
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++++   

 = exE u0 = ex(1+Δ) u0 

 = ex. exΔu0 

 = ex
0

3322

........
!3!2!1

1 uxxx
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

Δ
+

Δ
+

Δ
+   

 = ex
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+Δ++Δ+Δ+ ......

!3!2!1 0
3

3

0
2

2

00 uxuxuxu   

 = R.H.S.  

 

3.4   DETECTION OF ERRORS BY USE OF DIFFERENCE 

TABLES  

 Difference tables can be used to check errors in tabular values. 

Suppose there is an error of +1 unit in a certain tabular value. As higher 
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differences are formed, this error spreads out and is considerably 

magnified. It affects the difference table as shown below in the table.  

Error Difference Table shows the following characteristics:  

i. The effect of the error increases with the order of the 

differences.  

ii. The errors in any one column are the binomial coefficients 

with alternating signs.  

 

Table 

y Δ Δ2 Δ3 Δ4 Δ5 
0     
 0 
0  0 
 0  0 
0  0  0 
 0  0  1 
0  0  1 
 0  1  -5 
0  1  -4 
 1  -3  10 
1  -2  6 
 -1  3  -10 
0  1  -4 
 0  -1  5 
0  0  1 
 0  0  -1 
0  0  0 
 0  0 
0  0 
 0 
0 
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(iii) The algebraic sum of the errors in any difference column is 

zero, and  

(iv) The maximum error occurs opposite the function value 

containing the error. 

These facts can be used to detect errors by difference tables.  

 

 

Example: 

x y  Δ  Δ2  Δ3  Δ4 

 
1 3010   
   414 
2 3424    -36 
   378    -39 
3 3802    -75    +178 
   303    +139 
4 4105    +64    -271 
   367    -132 
5 4472    -68    +181 
   299    +49 
6 4771    -19    -46 
   280    +3 
7 5051    -16 
   264 
8 5315 
 

 The term – 271 in the fourth difference column has fluctuations of 

449 and 452 on either side of it. Comparison with the error difference 
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table suggest that there is an error of -45 in the entry for x = 4. The 

correct value of y is therefore 4105 + 45 = 4150, which shows that the 

last two digits have been transposed, a very common form of error. The 

reader is advised to form a new difference table with this correction, and 

to check that the third differences are now practically constant.  

 If an error is present in a given data, the differences of some order 

will become alternating in sign. Hence, higher order differences should be 

formed till the error is revealed as in the above example. If there are 

errors in several tabular values, then it is not easy to detect the errors by 

differencing.   

 

3.5 DIFFERENCES OF A POLYNOMIAL 

  The nth differences of a polynomial of the nth degree are constant 

and all higher order differences are zero.  

Let the polynomial of the nth degree in x, be  

 f(x) = axn + bx n-1 + cx n-2 + ……… + kx + l 

∴ Δf(x) = f(x +h) – f(x)  

         = a[(x +h)n – xn] + b[(x +h)n-1- xn-1] + …… +kh  

         = anhxn-1 + b′xn-2 + c′xn-3 + ……..+k′x + l′,    ---(1)  

where b′, c′, …….. l′ are the new constant co-efficients.  

Thus the first difference of a polynomial of the nth degree is a 

polynomial of degree (n – 1). 

Similarly Δ2f(x)  =  Δ[f(x +h) – f(x)]  
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        = Δf(x+h) - Δf(x)  

       = anh[(x+h)n-1 – xn-1] + b′ [(x+h)n-2 – xn-2] +…..+k′h 

        = an(n-1)h2xn-2 + b′′xn-3 + c′′xn-4 +.….+k′ 

∴ The second differences represent a polynomial of degree (n – 2). 

Continuing this process, for the nth differences we get a polynomial of 

degree zero, i.e., 

Δnf(x) = an(n – 1)(n – 2)……. 1hn  

 = an!hn ,       --- (2)  

which is a constant. Hence the (n+1)th and higher differences of a 

polynomial of nth degree will be zero.  

Remark:  The converse of this theorem is also true, i.e., if the nth 

differences of a function tabulated at equally spaced intervals are 

constant, the function is a polynomial of degree n. This fact is important 

in numerical analysis as it enables us to approximate a function by a 

polynomial of nth degree, if its nth order differences become nearly 

constant.  

Example: Evaluate  

 Δ10[(1-ax)(1-bx2)(1-cx3)(1-dx4)] 

Solution: 

 Δ10[(1-ax)(1-bx2)(1-cx3)(1-dx4)] 

  = Δ10[abcdx10 + ( )x9 + ( )x8 + ……+1] 

  = abcd Δ10(x10)    [QΔ10(xn) = 0 for n <10] 

  = abcd (10!)    [by (2) above ] 
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3.6 NEWTON’S FORWARD INTERPOLATION FORMULA 

Let the function y = f(x) take the values y0, y1, y2,…. corresponding 

to the values x0, x0+h, x0+2h,…. of x. Suppose it is required to find f(x) for              

x = x0+ph, where p is any real number.  

 For any real number p, we have defined E such that  

 Ep f(x) = f(x+ph)  

∴ yp = f(x0+ph) = Epf(x0) = (1+Δ)py0   [ Q E=1+Δ] 

   = 1 + pΔ + 
!2

)1( −pp   Δ2 + 
!3

)2)(1( −− ppp Δ3+…….    y0, 

[Using Binomial theorem] 

i.e.,  yp = y0 + pΔy0 + 
!2

)1( −pp   Δ2y0 + 
!3

)2)(1( −− ppp Δ3y0 +….. ---(1) 

 If y = f(x) is a polynomial of the nth degree, then Δn+1y0 and higher 

differences will be zero. Hence (1) will become  

 yp = y0 + pΔy0 + 
!2

)1( −pp   Δ2y0 + 
!3

)2)(1( −− ppp Δ3y0 +….. 

        ……+ 0!
)1).....(1( y

n
nppp nΔ

−−−  ---(2) 

Remark: This formula is used for interpolating the values of y near the 

beginning of a set of tabulated values and extrapolating values of y a little 

backward (i.e. to the left) of y0.  
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3.7 NEWTON’S BACKWARD INTERPOLATION FORMULA 

 Let the function y = f(x) take the values y0, y1, y2,…. corresponding 

to the values x0, x0+h, x0+2h,…. of x. Suppose it is required to evaluate 

f(x) for x = xn+ph, where p is any real number. Then we have  

yp = f(xn+ph) = Epf(xn) = (1-∇)-pyn    [Q E-1 = 1-Δ] 

      =  1 + p∇ + 
!2

)1( +pp   ∇2 + 
!3

)2)(1( ++ ppp ∇3+…….  yn , 

[Using Binomial theorem] 

i.e.,  yp = yn + p∇yn + 
!2

)1( +pp   ∇2yn + 
!3

)2)(1( ++ ppp ∇3yn+ …..      ---(1) 

 It is called Newton’s backward interpolation formula as it contains 

yn and backward differences of yn.  

Remark: This formula is used for interpolating the values of y near the 

end of a set of tabulated values and also for extrapolating values of y a 

little ahead (to the right) of yn.  

Example: The table gives the distance in nautical miles of the visible 

horizon for the given heights in feet above the earth’s surface:  

x = height:  100 150 200 250 300 350 400 

y = distance:  10.63 13.03 15.04 16.81 18.42 19.90 21.27 

Find the values of y when (i) x = 218 (ii) x = 410. 

Solution  

The difference table is as under 

  x    y   Δ   Δ2  Δ3   Δ4 
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100 10.63 
  2.40 
150 13.03  -0.39 
  2.01  0.15 
200 15.04  -0.24  -0.07 
  1.77  0.08 
250 16.81  -0.16  -0.05 
  1.61  0.03 
300 18.42  -0.13  -0.01 
  1.48  0.02 
350 19.90  -0.11 
  1.37 
400 21.27 
(i) If we take x0 = 200, then y0 = 15.04, Δy0= 1.77, Δ2y0 = -0.16,  

 Δ3 = 0.03 etc.  

 Since x = 218 and h = 50,  ∴ p = 
50
180 =

−
h

xx  = 0.36 

∴ Using Newton’s forward interpolation formula, we get  

 y218 = y0 + pΔy0 + 
!2

)1( −pp   Δ2y0 + 
!3

)2)(1( −− ppp Δ3y0  

          + 0
4

!4
)3)(2)(1( ypppp

Δ
−−− +….. 

 f(218) = 15.04 + 0.36(1.77) + 
2

)64.0(36.0 − (-0.16) 

      + )01.0(
24

)64.2)(64.1)(64.0(36.0)03.0(
6

)64.1)(64.0(36.0
−

−−−
+

−−  

= 15.04 + 0.637 + 0.018 + 0.002 + 0.0004 

= 15.697, i.e., 15.7 nautical miles.  

(ii) Since x = 410 is near the end of the table, we use Newton’s 

backward interpolation formula.  
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∴ Taking xn = 400, p = 
h

xx n− =
50
10  = 0.2  

Using the line of backward difference  

 yn = 21.27,  ∇yn = 1.37,  ∇2yn = -0.11,    ∇3yn = 0.02 etc.  

Newton’s backward formula gives  

 y410 = y400 + p∇y400 + 
!2

)1( +pp  ∇2y400 + 
!3

)2)(1( ++ ppp ∇3y400 + 

          + 400
4

!4
)3)(2)(1( ypppp

∇
+++  

  = 21.27 + 0.2 (1.37) + 
!2

)2.1(2.0 (-0.11) 

       + )01.0(
!4

)2.3)(2.2)(2.1(2.0)02.0(
!3

)2.2)(2.1(2.0
−+  

  = 21.27 + 0.274 – 0.0132 + 0.0018 – 0.0007  

  = 21.53 nautical miles.  

Example: From the following table, estimate the number of students who 

obtained marks between 40 and 45:  

Marks  : 30-40  40-50  50-60  60-70       70-80 

No. of student: 31  42  51  35  31 

 

 

Solution: 

First we prepare the cumulative frequency table, as follows:  

Marks less than (x):  40 50 60 70 80 

No. of students (yx): 31 73 124 159 190 
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Now the difference table is  

 
x  yx  Δyx   Δ2yx   Δ3yx  Δ4yx 
 
40  31 
    42 
50  73    9 
    51    -25 
60  124    -16    37 
    35    12 
70  159    -4 
    31 
80  190 
 

We shall find y45, i.e., number of student with marks less than 45. Taking     

x0 = 40, x = 45, we have  

 p = 
h

xx 0− = 
10
5 = 0.5    [Q h = 10] 

∴ Using Newton’s forward interpolation formula, we get  

 

y45 = y40 + p Δy40 + 
!2

)1( −pp   Δ2y40 + 
!3

)2)(1( −− ppp Δ3y40   

 +
!3

)3)(2)(1( −−− pppp Δ4y40. 

          = 31 + 0.5 x 42 + 
2

)5.0(5.0 − x 9 + 
6

)5.1)(5.0(5.0 −− x (-25)   

          +
24

)5.2)(5.1)(5.0(5.0 −−− x 37 

           = 31+21+1.125-1.5625-1.4453 
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           = 47.87  

The number of students with marks less than 45 is 47.87, i.e., 48. But the 

number of students with marks less than 40 is 31.  

Hence the number of students getting marks between 40 and 45=48-

31=17.  

Example:  Find the cubic polynomial which takes the following values :  

x: 0 1 2 3 

f (x) : 1 2 1 10 

Hence or otherwise evaluate f(4).  

Solution: 

The difference table is  

 x   f(x)   Δf(x)   Δ2f(x)  Δ3f(x)  

 0  1 
     1 
 1  2    -2 
     -1    12 
 2  1    10 
     9 
 3  10 

We take x0 = 0 and p = 
h

x 0− = x     [Q h = 1] 

∴  Using Newton’s forward interpolation formula, we get  

f(x) = f(0) + 
1
x   Δf(0) + 

2.1
)1( −xx Δ2f(0) + 3.2.1

)2)(1( −− xxx  Δ3f(0) 

       = 1 + x(1) + 
2

)1( −xx (-2) + 
6

)2)(1( −− xxx (12)  
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       = 2x3 – 7x2 + 6x +1,  

which is the required polynomial.  

To compute f(4), we take xn = 3, x = 4 so that p =  
h

xx n− = 1 

Using Newton’s backward interpolation formula, we get  

 f(4) = f(3) + p ∇f(3) + 
2.1

)1( +pp ∇2f(3) + 
3.2.1

)2)(1( ++ ppp ∇3f(3) 

        = 10 + 9 +10 +12 = 41  

which is the same value as that obtained by substituting x = 4 in the cubic 

polynomial above. 

3.8 SELF ASSESSMENT QUESTIONS 

1. Show that 

)1()(
)(

)(
1

+
Δ−

=⎥
⎦

⎤
⎢
⎣

⎡
Δ

xfxf
xf

xf
 

2. Evaluate 

(i) ⎥⎦
⎤

⎢⎣
⎡

++
Δ

65
1

2
2

xx
 (ii)  ⎥⎦

⎤
⎢⎣
⎡Δ

x
n 1  

 3. With usual notations, show that 

  (i) 1)1)(1( =∇−Δ+  (ii) )(
2
1

∇+Δ=μδ  

  (iii) rk
r

k
r ff −Δ=∇  
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4. Evaluate 

[ ])41)(31)(21)(1(4 xxxx −−−−Δ , h = 1 

5. Estimate the value of f(22) and f(42)from the following data: 

x: 20 25 30 35 40 45 

f(x): 354 332 291 260 231 204 

6. find the number of men getting wages between Rs. 10 and 

15 from the following data 

Wages (Rs.): 0-10  10-20  20-30  30-

40 

Frequency:  9  30  35  42 

7. Construct Newton’s forward interpolation polynomial for the 

following data: 

x: 4 6 8 10 

y: 1 3 8 16 

 Answer: (2) (i) -2/(x +2) (x +3) (x +4) 

    (ii) 
))......(2)(1(

1.2)......2)(1()1(
nxxxx

nnnn

+++
−−

−  
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   (4) 576 (5) 352; 219 (6) 24 (7) 1.625 

 Reference Books 

1. Computer Oriented Numerical Methods, V. Rajaraman, PHI. 

2. Introductory Methods of Numerical Analysis, S.S. Sastry, PHI. 

3. Numerical Methods for Scientific and Engineering Computation, 

M.K.Jain, S.R.Lyenger, R.K.Jain, Wiley Eastern Limited. 

4. Numerical Methods with Programs in C, T. Veerarajan, T. 

Ramachandarn., Tata McGraw Hill. 
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Course Code - MCA-305 Writer – Dr. Aseem Miglani 

Lesson No. -  04 Vetter – Prof. Kuldip Bansal 

Interpolation-II 
 

STRUCTURE 

4.0 Objective 

4.1 Introduction 

4.2 Central Difference Interpolation Formulae 

 4.2.1 Gauss’s Forward Interpolation Formula 

 4.2.1 Gauss’s Backward Interpolation Formula 

 4.2.3 Stirling’s Formula 

 4.2.4 Bessel’s Formula 

4.3 Interpolation with Unequal Intervals 

 4.3.1 Lagrange’s Interpolation Formula 

4.4 Inverse Interpolation 

 4.4.1 Lagrange’s Method 

 4.4.2 Iterative Method 

4.5 Self Assessment Questions 

 

4.0 OBJECTIVE 

 The objective of this lesson is to continue with the objective of the 

previous lesson by deriving some more interpolation formulae such as, 
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central difference interpolation formulae, which are based on central 

difference table and operators; Interpolation formulae for unequi-spaced 

set of values and also the inverse interpolation. 

 

4.1 INTRODUCTION 

 The Newton’s forward and backward interpolation formulae are 

applicable for interpolation near the beginning and end of the tabulated 

values. Now we shall develop central difference formulae which are best 

suited for interpolation near the middle of the table, for equi-spaced set of 

values. 

 All the interpolation formulae discussed, have the disadvantage of 

requiring the values of the independent variable to be equally spaced, i.e., 

equi-spaced set of values. It is therefore desirable to have interpolation 

formulae with unequally spaced values of the argument and therefore, we 

discuss one such formula, Lagrange’s interpolation formula. Also, the 

inverse interpolation is discussed, in which we can find the value of the 

argument for a given value of the function, from the set of tabulated 

values. 

4.2 CENTRAL DIFFERENCE INTERPOLATION FORMULAE  

 If x takes the values x0 – 2h, x0 – h, x0, x0 + h, x0 +2h and the 

corresponding values of y = f(x) are y–2, y-1, y0, y1, y2, then we can write 

the difference table in the two notations as follows :  
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x  y 1st diff.  2nd diff.   3rd diff. 4th diff.  

x0 – 2h  y– 2 

  Δy-2 (=δy–3/2)   

x0 –h  y–1   Δ2y-2(=δ2y-1)  

  Δy-1(=δy-1/2)   Δ3y-2(=δ3y – ½)  

x0 y0  Δ2y-1(=δ2y0)  Δ4y-2(=δ4y0) 

  Δy0(=δy1/2)  Δ3y-1(=δ3y1/2) 

x0+h y1  Δ2y0(=δ2y1) 

  Δy1(=δy3/2) 

x0 + 2h y2 

 

4.2.1 Gauss’s Forward Interpolation Formula:  

 The Newton’s forward interpolation formula is  

 yp = y0 + p Δy0 + 
2.1

)1( −pp
Δ2y0 + 

3.2.1
)2)(1( −− ppp

Δ3y0+  ---(1) 

We have   Δ2y0 - Δ2y-1 = Δ3 y–1,   

i.e.,   Δ2y0 = Δ2y-1 + Δ3y-1.      ---(2) 

Similarly,  Δ3y0 = Δ3y-1 + Δ4y-1,      ---(3) 

  Δ4y0 = Δ4y-1 + Δ5y-1 etc.     ---(4) 

Also,   Δ3y-1 - Δ3y-2 = Δ4y-2,      



MCA-305 69 
 

i.e.   Δ3y-1 = Δ3y-2 + Δ4y-2.       

Similarly,  Δ4y-1 = Δ4y-2 + Δ5y-2 etc.       ---(5) 

 Substituting for Δ2y0, Δ3y0, Δ4y0 …… from (2), (3), (4), (5) in (1), 

we get  

 yp = y0 + p Δy0 + 
2.1

)1( −pp (Δ2y-1 +Δ3y-1)  

+ 
3.2.1

)2)(1( −− ppp (Δ3y-1+Δ4y-1) 

 + 
4.3.2.1

)3)(2)(1( −−− pppp  (Δ4y-1 +Δ5y-1) + ….. 

Hence   

yp = yo+ pΔy0 + 
!2

)1( −pp Δ2y-1 + 
!3

)1()1( −+ ppp Δ3y-1 

  + 
!4

)2)(1()1( −−+ pppp Δ4y-2 +…..,   ---(6) 

which is known as Gauss’s forward interpolation formula.  

 In the central difference notations, this formula will be  

yp = y0 + pδ y1/2+ 
!2

)1( −pp δ2y0 + !3
)1()1( −+ ppp δ3y1/2 
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  + 
!4

)2)(1()1( −−+ pppp δ4y0 +…..    ---(7) 

Remark : This formula is used to interpolate the values of y for p 

(0<p<1) measured forwardly from the origin.   

 

4.2.2 Gauss’s Backward Interpolation Formula:  

 The Newton’s forward interpolation formula is  

 yp = y0 + p Δy0 + 
2.1

)1( −pp
Δ2y0 + 

3.2.1
)2)(1( −− ppp

Δ3y0+   ---(1) 

We have        Δy0 - Δy-1 = Δ2 y–1,   

i.e.,   Δy0 = Δy-1 + Δ2y-1.      ---(2) 

Similarly,  Δ2y0 = Δ2y-1 + Δ3y-1,     ---(3) 

  Δ3y0 = Δ3y-1 + Δ4y-1 etc.     ---(4) 

Also,   Δ3y-1 - Δ3y-2 = Δ4y-2,     

i.e.   Δ3y-1 = Δ3y-2 + Δ4y-2      ---(5) 

Similarly,  Δ4y-1 = Δ4y-2 + Δ5y-2 etc.       ---(6) 
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Substituting for Δy0, Δ2y0, Δ3y0 …… from (2), (3), (4), (5), (6) in (1), we 

get  

  yp =  y0 + p( Δy-1 +Δ2y-1) + 2.1
)1( −pp (Δ2y-1 +Δ3y-1)  

       + 
3.2.1

)2)(1( −− ppp (Δ3y-1+Δ4y-1)  

       + 
4.3.2.1

)3)(2)(1( −−− pppp  (Δ4y-1 +Δ5y-1) +..… 

     = y0+ pΔy-1 + 
2.1

)1( pp + Δ2y-1 + 
3.2.1

)1()1( −+ ppp Δ3y-1 

       + 
4.3.2.1

)2)(1()1( −−+ pppp Δ4y-1  

       +
4.3.2.1

)3)(2()1( −−− pppp Δ5y-1 +..... 

    = y0+ pΔy-1 + 
2.1

)1( pp + Δ2y-1 + 
3.2.1

)1()1( −+ ppp (Δ3y-2+Δ4y-2) 

   + 
4.3.2.1

)2)(1()1( −−+ pppp (Δ4y-2+Δ5y-2)+.....  

  

[Using (5) and (6)] 
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Hence  

yp = y0+ pΔy-1 + 
!2

)1( pp + Δ2y-2 + 
!3

)1()1( −+ ppp Δ3y-2 

 + 
!4

)1()1)(2( −++ pppp Δ4y-2 +…….,    ---(7) 

which is called Gauss’s backward interpolation formula.  

 In the central difference notations, this formula will be  

 yp = y0 + pδ y-1/2+ 
!2

)1( pp + δ2y0 + !3
)1()1( −+ ppp δ3y-1/2 

   + 
!4

)1()1)(2( −++ pppp δ4y0 +…….   ---(8) 

Remark: It is used to interpolate the values of y for a negative value of p 

lying between –1 and 0.  

Gauss’s forward and backward formulae are themselves not of 

much practical use. However, these serve as intermediate steps for 

obtaining the following two important formulae:  

 

4.2.3 Sterling’s Formula:  
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Gauss’s forward interpolation formula is  

 yp = y0 + pΔ y0+ 
!2

)1( −pp Δ2y-1 + !3
)1()1( −+ ppp Δ3y-1 

   + 
!4

)2)(1()1( −−+ pppp Δ4y-2 +…….   ---(1) 

Gauss’s backward interpolation formula is  

 yp = y0 + pΔ y-1+ 
!2

)1( pp + Δ2y-1 + !3
)1()1( −+ ppp Δ3y-2 

   + 
!4

)1()1)(2( −++ pppp Δ4y-2 +…….   ---(2) 

Taking the mean of (1) and (2), we obtain  

 yp =y0 +p ⎟
⎠
⎞

⎜
⎝
⎛ Δ+Δ −

2
10 yy +

!2

2p Δ2y-1 + !3
)1( 2 −pp

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ+Δ −−

2
2

3
1

3 yy  

               +
!4

)1( 22 −pp Δ4y -2 +……   ---(3) 

which is called Stirling’s formula  

 In the central difference notations, (3) takes the form  

yp = y0 + pμδy0+ 
!2

2p δ2y0 +
!3

)1( 22 −pp μδ3y0 
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    + 
!4

)1( 222 −pp δ4y0 +…… ,    ---(4) 

since 
2
1 (Δy0 +Δy-1) = 

2
1 (δy1/2 +δy-1/2) = μδy0, 

 
2
1 (Δ3y-1 +Δ3y-2) = 

2
1 (δ3y1/2 +δ3y-1/2) = μδ3y0 etc.  

Remark:  This formula involves means of the odd differences just above 

and below the central line and even differences on this line as shown 

below :  

……y0….. ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Δ
Δ −

0

1

y
y …..Δ2y-1….. ........... 2

4

1
3

2
3

−

−

− Δ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

Δ

Δ
y

y

y
......... 3

6

2
5

3
5

−

−

− Δ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

Δ

Δ
y

y

y  central 

line  

 

4.2.4 Bessel’s Formula:  

Guass’s forward interpolation formula is  

 yp = y0 + pΔ y0+ 
!2

)1( −pp Δ2y-1 + !3
)1()1( −+ ppp Δ3y-1 

   + 
!4

)2)(1()1( −−+ pppp Δ4y-2 +……   ---(1)  
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We have   Δ2y0 - Δ2y-1 = Δ3y– 1 ,       

i.e.    Δ2y–1  = Δ2y0 - Δ3y-1     ---(2) 

Similarly,   Δ4y–2 = Δ4y–1 - Δ5y– 2, etc.    ---(3)  

Now (1) can be written as  

  yp = y0 + pΔ y0+ 
!2

)1( −pp
⎟
⎠
⎞

⎜
⎝
⎛ Δ+Δ −− 1

2
1

2

2
1

2
1 yy  +

!3
)1( 2 −pp Δ3y-1 

  + 
!4

)2)(1( 2 −− ppp
⎟
⎠
⎞

⎜
⎝
⎛ Δ+Δ −− 2

4
2

4

2
1

2
1 yy +…… 

 = y0 + pΔ y0 + 
!2

)1(
2
1 −pp Δ2y-1 + !2

)1(
2
1 −pp (Δ2y0 - Δ3y-1) 

   + 
!3

)1( 2 −pp Δ3y-1 + !4
)2)(1(

2
1 2 −− ppp Δ4y-2  

   + 
!4

)2)(1(
2
1 2 −− ppp  (Δ4y-1 - Δ5y-2) + …..    

      [using (2), (3) etc.]  

 = y0 + pΔ y0 + 
!2

)1( −pp .
2

0
2

1
2 yy Δ+Δ − +

!2
)1( −pp  ⎟

⎠
⎞

⎜
⎝
⎛ −

+
2
1

3
1p  Δ3y-1  

   +
!4

)2)(1( 2 −− ppp . 
2

1
4

2
4

−− Δ+Δ yy + …… 
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Hence   

 yp = y0 + pΔy0 + 
!2

)1( −pp . 
2

0
2

1
2 yy Δ+Δ − +

!3

)1()
2
1( −− ppp

Δ3y-1  

     + 
!4

)2)(1()1( −−+ pppp . 
2

1
4

2
4

−− Δ+Δ yy + .....,  ---(4) 

which is known as the Bessel’s formula.  

 In the central difference notations, (4) becomes  

 yp = y0 + pδ y1/2+ 
!2

)1( −pp μδ2y1/2+ !3

)1()
2
1( −− ppp

δ3y1/2 

   +
!4

)2)(1()1( −−+ pppp μδ4y1/2+.....,   ---(5) 

since  =Δ+Δ − )(
2
1

0
2

1
2 yy μδ2y1/2 , =Δ+Δ −− )(

2
1

1
4

2
4 yy μδ4y1/2,  etc.  

Remark: This is a very useful formula for practical purposes. It involves 

odd differences below the central line and means of even differences of 

and below his line.  

Choice of an interpolation formula : 
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The right choice of an interpolation formula, depends on the position of 

the interpolated value in the given data.  

 The following rules will be found useful :  

1. To find a tabulated value near the beginning of the table, use 

Newton’s forward formula.  

2. To find a value near the end of the table, use Newton’s 

backward formula.  

3. To find an interpolated value near the centre of the table, use 

either Stirling’s or Bessel’s formula.] 

 If interpolation is required for p lying between – 
4
1  and 

4
1 , use 

Stirling’s formula. If interpolation is desired for p laying between  
4
1  and 

4
3 , use Bessel’s formula  

 

Example: Employ Stirling’s formula to compute y12.2 from the following 

table (yx = 1+ log10 sin x) :  

x°:   10  11  12  13  14 

105ux:  23,967 28,060 31,788 35,209 38,368 
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Solution: 

 Taking the origin at x = 12°, h = 1 and p = x – 12 , we have the 

following central table : 

p   yx   Δyx   Δ2yx   Δ3yx   Δ4yx  
 
-2  0.23967  
    0.04093 
-1  0.28060   -0.00365 
    0.03728   .00058 
0  0.31788   -0.00307   -0.00013 
    0.03421   -0.00045 
1  0.35209   -0.00062 
    0.03159 
2  0.38368 
 

At x = 12.2, p = 0.2. (As p lies between – 
4
1  and 

4
1 , the use of Stirling’s  

formula will be quite suitable.) 

Stirling’s formula is  

 yp = y0 + 
1
p . 

2
01 yy Δ+Δ − +

!2

2p  Δ2y-1 + !3
)1( 2 −pp

2
1

3
2

3
−− Δ+Δ yy  
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      +
!4

)1( 22 −pp Δ4y-2 + ......   

When p = 0.2, we have  

 y0.2 = 0.31788 + 0.2 
2

)2.0(
2

03421.003728.0 2

+⎟
⎠
⎞

⎜
⎝
⎛ + (-0.00307)   

   +
6

]1)2.0)[(2.0( 2 −
24

]1)2.0[()2.0(
2

00045.000058.0 22 −
+⎟

⎠
⎞

⎜
⎝
⎛ −  (- 

0.00013) 

      = 0.31788+0.00715-0.00006-0.000002+0.0000002 

      = 0.32497. 

Example: Apply Bessel’s formula to obtain y25, given y20 = 2854, y24 = 

3162, y28 = 3544, y32 = 3992. 

Solution: 

Taking the origin at x0 = 24, h = 4, we have p = 
4
1  (x-24).  

∴ The central difference table is  
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p   y   Δy   Δ2y  Δ3y  

 

-1  2854   
    308 
0  3162    74 
    382    -8 
1  3544    66 
    448 
2  3992 
 

At x = 25, p =(25-24)/4 = ¼ . (As p lies between ¼ and ¾, the use of 

Bessel’s formula will yield accurate result.)  

Bessel’s formula is  

 yp =  y0 + pΔ y0+ 
!2

)1( −pp .
2

0
2

1
2 yy Δ+Δ − +

!3

)1()
2
1( −− ppp

  Δ3y-1 +......

          ---(1) 

When p = 0.25, we have  
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 yp = 3162 + 0.25 x 382 + ⎟
⎠
⎞

⎜
⎝
⎛ +−

2
6674

2
)75.0(25.0  

+
6

)75.0)(25.0)(25.0( −− (-8) 

     = 3162 + 95.5 – 6.5625 – 0.0625 = 3250.875 approx.  

4.3 INTERPOLATION WITH UNEQUAL INTERVALS 

The various interpolation formulae derived so far being applicable 

only to equally spaced values of the argument. It is, therefore, desirable to 

develop interpolation formulae for unequally spaced values of x. 

Lagrange’s interpolation formula is one such formula and is as follows:  

 

4.3.1 Lagrange’s Interpolation Formula: 

If y = f(x) takes the value y0, y1,…… yn corresponding to x = x0, x1, ..…, xn 

then  

 f(x) = 0
02010

21

))....()((
)).....()((

y
xxxxxx

xxxxxx

n

n

−−−
−−− + 1

12101

20

))....()((
)).....()((

y
xxxxxx

xxxxxx

n

n

−−−
−−−  

   +…...+ n
nnnn

n y
xxxxxx

xxxxxx
))....()((

_)).....()((

110

110

−

−

−−−
−−−   ---(1) 
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This is known as Lagrange’s interpolation formula for unequal intervals.  

Proof: Let y = f(x) be a function which takes the values (x0, y0)                   

(x1, y1),…. (xn, yn). Since there are n +1 pairs of values of x and y, we can 

represent f(x) by a polynomial in x of degree n. Let this polynomial be of 

the form  

 y = f(x) = a0(x-x1) (x-x2) …… (x-xn) + a1(x-x0) (x-x2) …… (x-xn) 

    + a2(x-x0) (x-x1) (x-x3) ……(x-xn)+…… 

    + an(x-x0) (x-x1) …… (x-xn-1)  --- (2) 

Putting x =  x0, y = y0, in (2), we get  

 y0 =  a0(x0-x1) (x0-x2) ……….. (x0-xn) 

⇒  a0= y0/[(x0-x1) (x0-x2) ……….. (x0-xn)] 

Similarly putting x = x1, y = y1 in (2), we have  

 a1 = y1/[(x1-x0) (x1-x2) ……….. (x1-xn)] 

Proceeding the same way, we find a2, a3…… an. Substituting the values 

of a0, a1, ….., an in (2), we get (1).  



MCA-305 83 
 

Remark: Lagrange’s formula can be applied whether the values xi are 

equally spaced or not. It is easy to remember but quite cumbersome to 

apply.  

Example: Given the values  

 x: 5  7  11  13  17 

 f(x): 150  392  1452  2366  5202 

Evaluate f(9), using Lagrange’s formula  

Solution: 

Here   x0 = 5, x1 = 7, x2 = 11, x3 = 13, x4 = 17  

   y0 = 150, y1 = 392, y2 = 1452, y3 = 2366, y4 = 5202 

Putting x = 9 and substituting the above values in Lagrange’s formula, we 

get  

f(9) = 150
)175)(135)(115)(75(
)179)(139)(119)(79(

×
−−−−
−−−− + 392

)177)(137)(117)(57(
)179)(139)(119)(59(

×
−−−−
−−−−  
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 + 1452
)1711)(1311)(711)(511(

)179)(139)(79)(59(
×

−−−−
−−−− +

2366
)1713)(1113)(713)(513(

)179)(119)(79)(59(
×

−−−−
−−−−  

 + 5202
)1317)(1117)(717)(517(

)139)(119)(79)(59(
×

−−−−
−−−−  

       = - 810
5

578
3

2366
3

3872
15

3136
3

50
=+−++  

 

4.4 INVERSE INTERPOLATION  

 So far, we have been finding the value of y corresponding to a 

certain value of x from a given set of values of x and y. On the other hand, 

the process of finding the value of x for a value of y is called the inverse 

interpolation. When the values of x are unequally spaced, Lagrange’s 

method is used and when the values of x are equally spaced, the Iterative 

method should be used.  

 

4.4.1 Lagrange’s Method:  
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This is similar to Lagrange’s interpolation formula, the only 

difference being that x is assumed to be expressible as a polynomial in y.  

 Lagrange’s formula is merely a relation between two variables 

either of which may be taken as the independent variable. Therefore, on 

inter-changing x and y in the Lagrange’s formula, we obtain.  

 x=  

1
12101

20
0

021010

21

)).......()((
)).......()((

)).......()((
)).......()((

x
yyyyyy
yyyyyy

x
yyyyyy

yyyyyy

n

n

n

n

−−−

−−−
+

−−−
−−−  

    + ,
)).......()((
)).......()((

..........
110

110
n

nnnn

n x
yyyyyy
yyyyyy

−

−

−−−

−−−
+    

which is used for inverse interpolation.  

Example: The following table gives the values of x and y :  

x: 1.2 2.1 2.8 4.1 4.9 6.2 

y: 4.2 6.8 9.8 13.4 15.5 19.6 

Find the value of x corresponding to y = 12, using Lagrange’s technique.  

Solution: 

Here   x0 = 1.2, x1 = 2.1, x2 = 2.8, x3 = 4.1 x4 = 4.9, x5 = 6.2 
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and y0 = 4.2,  y1 = 6.8, y2 = 9.8, y3 = 13.4, y4 = 15.5, y5 = 19.6  

Taking y = 12, the above formula gives  

 x = 2.1
)6.192.4)(5.152.4)(4.132.4)(8.92.4)(8.62.4(

)6.1912)(5.1512)(4.1312)(8.912)(8.612(
×

−−−−−
−−−−−  

  + 1.2
)6.198.6)(5.158.6)(4.138.6)(8.98.6)(2.48.6(

)6.1912)(5.1512)(4.1312)(8.912)(2.412(
×

−−−−−
−−−−−  

  + 8.2
)6.198.9)(5.158.9)(4.138.9)(8.68.9)(2.48.9(

)6.1912)(5.1512)(4.1312)(8.612)(2.412(
×

−−−−−
−−−−−  

  + 1.4
)6.194.13)(5.154.13)(8.94.13)(8.64.13)(2.44.13(

)6.1912)(5.1512)(8.912)(8.612)(2.412(
×

−−−−−
−−−−−  

  + 9.4
)6.195.15)(4.135.15)(8.95.15)(8.65.15)(2.45.15(

)6.1912)(4.1312)(8.912)(8.612)(2.412(
×

−−−−−
−−−−−  

  + 2.6
)5.156.19)(4.136.19)(8.96.19)(8.66.19)(2.46.19(

)5.1512)(4.1312)(8.912)(8.612)(2.412(
×

−−−−−
−−−−−  

 = 0.022-0.234+1.252+3.419-0.964+0.055 

 = 3.55. 

 

4.4.2 Iterative Method or Method of Successive Approximations: 
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Newton’s forward interpolation formula is  

 yp = y0 +pΔy0+ 
!2

)1( −pp  Δ2y0+ !3
)2)(1( −− ppp Δ3y0+…… 

From this, we obtain  

 p =
0

1
yΔ

 [yp – y0 - !2
)1( −pp Δ2y0 - !3

)2)(1( −− ppp Δ3y0 - …….]   

          ---(1) 

 Neglecting the second and higher order differences, we obtain the 

first approximation to p as  

 p1 = (yp – y0)/Δy0        ---(2)  

To find the second approximation, retaining the term with second 

differences in (1) and replacing p by p1, we get 

 p2 =
0

1
yΔ

 [yp – y0 - !2
)1( 11 −pp Δ2y0 ]    ---(3) 

To find the third approximation, retaining the term with third 

differences in (1) and replacing every p by p2, we have  

 p3 =
0

1
yΔ

 [yp – y0 - !2
)1( 22 −pp Δ2y0 - !3

)2)(1( 222 −− ppp Δ3y0],  
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and so on. This process is continued till two successive approximations of 

p agree with each other, to the desired accuracy.  

Remark: This technique can equally well be applied by starting with any 

other interpolation formula.  

Example: The following values of y = f(x) are given  

 x: 10 15 20 

 y: 1754 2648 3564    

Find the value of x for y = 3000 by iterative method.  

Solution: 

Taking x0 = 10 and h = 5, the difference table is  
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   x  y  Δy  Δ2 y 

10 1754   

894  

15   2648    22 
916 

20 3564  
 

Here yp = 3000, y0 =1754, Δyo = 894 and Δ2yo=22.  

∴ The successive approximations to p are  

 p1 = ( ) 39.117543000
894

1
=−  

 p2 = 387.122
2

)139.1(39.117543000
894

1
=⎥⎦

⎤
⎢⎣
⎡ ×

−
−− , 

 p3 = ⎥⎦
⎤

⎢⎣
⎡ ×

−
−− 22

2
)1387.1(387.117543000

894
1 , 

    = 1.3871 

We, therefore, take p = 1.387 correct to three decimal places.  

Hence the value of x (corresponding to y =3000) = x0 +ph 

   = 10 + 1.387 x 5 =16.935.  

Example:  Using inverse interpolation, find the real root of the equation  

x3+ x –3= 0, witch is close to 1.2.  
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Solution: 

 The difference table is 

x v     y(=x3 + x-3)    Δy    Δ2y  Δ3y   Δ4y 
 
1 -0.2 -1 
    0.431 
1.1 -0.1 -0.569   0.066 
    0.497    0.006 
1.2 0.0 -0.072   0.072         -0.00013 
    0.569    -0.006 
1.3 0.1 0.497    0.078 
    0.647   
1.4 0.2 1.144 
 

Clearly the root of the given equation lies between 1.2 and 1.3. 

Assuming the origin at x =1.2 and using Stirling’s formula. 

 y = yo+ x ( )
26

)1(
22

2
3

1
32

1
2

2
1 −−

−
− Δ+Δ−

+Δ+
Δ+Δ yyxxyxyyo , 

we get 

0 = -0.072 + x ( )072.0
22

467.0569.0 2x
+

+  

    ( )
2

006.0006.0.
6

12 +−
+

xx   [Qy = 0] 
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or  0 = -0.072 + 0.532x+0.036x2 + 0.001x3 

This equation can be written as  

 32

532.0
001.0

532.0
036.0

532.0
072.0 xxx −−=      …..(i) 

∴ First approximation x(1) = 1353.0
532.0
072.0

=  

Putting x = x(1) on R.H.S. of (i), we get second approximation x(2)  as  

x(2) = 0.1353-0.067(0.1353)2-1.8797(0.1353)3 

      = 0.134 

Hence the desired root = 1.2 +0.1 x 0.134 = 1.2134. 

4.5 SELF ASSESSMENT QUESTIONS 

1. Use Stirling’s formula to evaluate f(1.22) from the following 

x: 1.0  1.1  1.2  1.3  1.4 

f(x): 0.841  0.891  0.932  0.963 

 0.985 

2. Use Bessel’s formula to obtain y25, given 

y20 = 24 y24 = 32 y28 = 35 y32 = 40 
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3. Use Lagrange’s interpolation formula to find the value of y 

when x = 10, if the following values of x and y are given: 

x: 5 6 9 11 

f(x): 12 13 11 16 

 4. From the following data: 

x: 1.8 2.0 2.2 2.4 2.6 

f(x): 2.9 3.6 4.4 5.5 6.7 

find x when y = 5 using the Iterative method. 

5. The equation x3 – 15x + 4 = 0 has a root close to 0.3, obtain 

this root upto 4 decimal places using inverse interpolation. 

 

Answers: (1) 0.934  (2) 32.945 (3) 14.63 

  (4) 2.3  (5) 0.2679 

Reference Books 

5. Computer Oriented Numerical Methods, V. Rajaraman, PHI. 

6. Introductory Methods of Numerical Analysis, S.S. Sastry, PHI. 

7. Numerical Methods for Scientific and Engineering Computation, 

M.K.Jain, S.R.Lyenger, R.K.Jain, Wiley Eastern Limited. 
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8. Numerical Methods with Programs in C, T. Veerarajan, T. 

Ramachandarn., Tata McGraw Hill. 
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5.0 OBJECTIVE 

 The objective of this lesson is to develop the method of finding the 

equation of the curve of best fit, which may be most suitable for 

predicting the unknown values, for a given data obtained from 

observations in the form of a table. In this process, we develop the 

approximating functions and the purpose is to minimize the error between 

the actual function representing the data and the approximating function 

developed, and thereby develop certain methods for minimizing the error. 

 

5.1 INTRODUCTION 

 In the previous lessons, we considered the construction of an 

interpolating polynomial of degree n which fits the given distinct data of      

n + 1 points. However, in many practical applications, we do not require 

the exact fit of the data but need to fit the functions, like polynomial of 

certain degree; exponential function; trigonometric function; logarithmic 

function etc. to the given set of data points. We measure the deviation of 
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the given function from the approximating function in the form of error. 

We minimize this error in some sense to find the values of the parameters 

in the approximating function. This kind of problem is known as the 

problem of curve fitting and approximation. 

 

5.2 CURVE FITTING 

In experimental work, it is often required to express a given data, 

obtained from observations, in the form of a law connecting the two 

variables involved. Such a law inferred by some procedure is known as 

the empirical law. For example, it may be desired to obtain the law 

connecting the length and the temperature of a metal bar. The length of 

the bar is measured at various temperatures. Then, a law is obtained that 

represents the relationship existing between temperature and length for 

the observed values. This relation can then be used to predict the length at 

an arbitrary temperature.  

 Several equations of different types can be obtained to express the 

given data approximately. But the problem is to find the equation of the 

curve of ‘best fit’, which may be most suitable for predicting the 
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unknown values. The process of finding such an equation of ‘best fit’ is 

known as curve-fitting.     

 If there are n pairs of observed values then it is possible to fit the 

given data to an equation that contains n arbitrary constants, since we can 

solve n simultaneous equations for n unknowns. If it is desired to obtain 

an equation representing the data but having less then n arbitrary 

constants, then we can make use of any of the four methods: Graphical 

method, Method of group averages, Method of moments and Method of 

least squares. The method of least squares is probably the best to fit a 

unique curve to a given data. It is widely used in applications and can 

easily be implemented on a computer.  

 

5.3 PRINCIPLE OF LEAST SQUARES 

 The Principle of least squares provides an elegant procedure of 

fitting a unique curve to a given data.  

 Let the curve y = a + bx + cx2 + …… + kxm   ---(1) 

be fitted to the set of data points (x1, y1), (x2, y2), ….., (xn, yn). 

 Now we have to determine the constants a, b, c,…. k such that it 

represents the curve of best fit. In case n = m, on substituting the values      

(xi, yi) in (1), we get n equations from which a unique set of n constants 

can be found. But when n > m, we obtain n equations which are more 

than the m constants and hence cannot be solved uniquely for these 

constants. So we try to determine the values of a, b, c,……, k which 
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satisfy all the equations as nearly as possible and thus may give the best 

fit. In such cases, we apply the principle of least squares.  

 At x = xi, the observed (experimental) value of the ordinate is yi and 

the corresponding value on the fitting curve (1) is a + bxi + cxi
2 + … 

+kxi
m (= ηi, say) which is the expected (or calculated) value. The 

difference of the observed and the expected values, i.e. yi – ηi  (= ei) is 

called the error (or residual) at x = x,.  Clearly, some of the errors e1, e2, 

….., en will be positive and others negative. Thus to give equal weightage 

to each error, we square each of these and form their sum, i.e.,  

  E = e1
2 + e2

2+ …… + en
2  

 The curve of best fit is that for which e’s are as small as possible, 

i.e., the sum of the squares of the errors is a minimum. This is known as 

the Principle of least squares and was suggested by a French 

mathematician Adrien Marie Legendre in 1806.  

Remark: The principle of least squares does not help us to determine the 

form of the appropriate curve which can fit a given data. It only 

determines the best possible values of the constants in the equations when 

the form of the curve is known before hand.  

 

5.3.1 Method of Least Squares:  

Suppose it is required to fit the curve  

 y = a +bx + cx2        ---(1)  
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to a given set of observations (x1, y1), (x2, y2),…..(x5, y5). For any xi, the 

observed value is yi and the expected value is ηi  = a +bxi + cxi
2, so the 

error ei = yi - ηi.   

∴  The sum of the squares of these errors is  

 E = e1
2 + e2

2+ …… + e5
2.  

   = [y1 – (a +bx1 + cx1
2)]2 + [y2 – (a + bx2 +cx2

2)]2  

  + .......+ [y5 – (a + bx5 + cx5
2)]2   ---(2) 

For E to be minimum, we have  

 
a
E

∂
∂ =0 = – 2 [y1 – (a +bx1 + cx1

2)] –2 [y2 – (a + bx2 +cx2
2)] 

  –....... –2 [y5 – (a + bx5 + cx5
2)]  ---(3) 

b
E

∂
∂ =0 = – 2x1 [y1 – (a +bx1 + cx1

2)] –2x2 [y2 – (a + bx2 +cx2
2)] 

  –....... –2x5[y5 – (a + bx5 + cx5
2)] ---(4) 

c
E

∂
∂ =0 = – 2x1 2[y1 – (a +bx1 + cx1

2)] –2x2 2[y2 – (a + bx2 +cx2
2)]   

   –.......–2x5 2[y5 – (a + bx5 + cx5
2)] ---(5) 

Equation (3) simplifies to  

y1 + y2 + ....... +y5 = 5a +b(x1 +x2 + ......+x5) 

 + c(x1
2 + x2

2 +...... +x5
2, 

i.e., ∑yi = 5a + b∑xi + c∑xi
2      ---(6)  

Equation (4) becomes  

 x1y1 + x2y2 + ...... + x5y5 

  = a(x1 + x2+ ....... + x5)+ b(x1
2 + x2

2+.....+x5
2)  
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     + c(x1
3 + x2

3 + ......+x5
3), 

i.e.,  ∑xiyi =a∑xi + b∑xi
2+c∑xi

3     ---(7)  

Similarly (5) simplifies to  

 ∑xi
2yi =a∑xi

2 + b∑xi
3+c∑xi

4     ---(8)  

 The equations (6), (7) and (8) are known as Normal equations and 

can be solved as simultaneous equations in a, b, c. The values of these 

constants when substituted in (1) give the desired curve of best fit.  

Working procedure  

a) To fit the straight line y = a + bx  

(i) Substitute the observed set of n values in this 

equation.  

(ii) Form normal equations for each constant,  

i.e., ∑y = na + b∑x 

          ∑xy = a∑x + b∑x2 

 [The normal equation for the unknown a is obtained by multiplying 

the equations by the coefficient of a and adding. The normal equation for 

b is obtained by multiplying the equations by the coefficient of b(i.e. x) 

and adding.]  

(iii) Solve these normal equations as simultaneous 

equations for a and b.  

(iv) Substitute the values of a and b in y = a +bx, which is 

the required line of best fit.  

 b)  To fit the parabola: y = a + bx + cx2 
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i) Form the normal equations  

    ∑y =na + b∑x + c∑x2 

    ∑xy =a∑x + b∑x2+ c∑x3 

   and ∑x2y =a∑x2 + b∑x3+ c∑x4 

 [The normal equation for c has been obtained by multiplying the 

equations by the coefficient of c (i.e. x2) and adding.] 

  ii) Solve these as simultaneous equations for a, b, c.  

  iii) Substitute the values of a, b, c in y = a +bx + cx2, 

which     is the  required parabola of best fit.  

 c)  In general, the curve y = a +bx + cx2+…… +kxm-1 can be fitted 

to a given data by writing m normal equations.  

 

Example : If P is the pull required to lift a load W by means of a pulley 

block, find a linear law of the form P = mW+ c connecting P and W, 

using the following data :  

 P = 12 15 21 35  

 W = 50 70 100 120 

Where P and W are taken in kg-wt. Compute P when W = 150 kg.  

Solution: 

The corresponding normal equations are  

 ∑P  =  4c + m∑W  

 ∑WP =  c∑W + m∑W2      
---( i ) 
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The values of ∑W etc. are calculated by means of the following table:  

W P W2 WP 

50 

70 

100 

120 

12 

15 

21 

25 

2500 

4900 

10000 

14400 

600 

1050 

2100 

3000 

Total = 340 73 31800 6750 

∴ The equation (i) become 73 = 4c + 340m  

and  6750 = 340c + 31800m,  

i.e.,   2c +   170m = 365      ---(ii) 

and  34c + 3180m = 375       ---(iii) 

Solving (ii) and (iii) we get  

  m = 0.1879 

 c = 2.2785 

Hence the line of best fit is  

 P = 2.2759 + 0.1879W  

when W = 150 kg, P = 2.2785 + 0.1879 x 150 = 30.4635 kg.  

Remark: For the sake of convenience and ease in calculations, it is 

sometimes advisable to change the origin and scale with the substitutions   

X= (x – A)/h and Y = (y – B)/h, where A and B are the assumed means (or 

middle values) of x and y series respectively and h is the width of the 

interval.  
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Example: Fit a second degree parabola to the following data:  

x  = 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

y  = 1.1 1.3 1.6 2.0 2.7 3.4 4.1 

Solution: 

We shift the origin to (2.5, 0) and take 0.5 as the new unit. This 

amounts to changing the variable x to X, by the relation X = 2x – 5.  

 Let the parabola of fit be y = a +bX + cX2.  

The values of ∑X etc. are calculated as below:  

x X y Xy X2 X2y X3 X4 

1.0  

1.5  

2.0  

2.5  

3.0 

3.5 

4.0 

-3 

-2 

-1 

0 

1 

2 

3 

1.1 

1.3 

1.6 

2.0 

2.7 

3.4 

4.1 

-3.3 

-2.6 

-1.6 

0.0 

2.7 

6.8 

12.3 

9 

4 

1 

0 

1 

4 

9 

9.9 

5.2 

1.6 

0.0 

2.7 

13.6 

39.9 

-27 

-8 

-1 

0 

1 

8 

27 

81 

16 

1 

0 

1 

16 

81 

Total  0 16.2 14.3 28 69.9 0 196 
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The normal equations are  

 7a + 28c = 16.2, 

  28b = 14.3, 

 28a + 196c = 69.9. 

Solving these as simultaneous equations, we get  

 a = 2.07, b = 0.511, c = 0.061. 

∴ y = 2.07 + 0.511X + 0.061 X2 

Replacing X by 2x – 5 in the above equation, we get  

 y = 2.07 + 0.511 (2x – 5) + 0.061 (2x- 5)2 

Which simplifies to y = 1.04 – 0.198x + 0.244x2 

 This is the required parabola of best fit.  

 

5.3.2 Fitting of Other Curves:  

(1) y =  axb  

 Taking logarithms, log 10 y = log10 a + b log10x, 

i.e., Y = A +bX,       ---(i)  

where    

 X = log10 x, Y = log10y and A = log 10 a  

∴ The normal equations for (i) are  

 ∑Y =nA + b∑X,  ∑XY = A∑X+ b∑X2, 
from which A and b can be determined. Then a can be calculated from         

A = log10a.  

(2) y = aebx  (Exponential curve) 
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 Taking logarithms, log10y = log10a + bx log10e , 

i.e. , Y = A + Bx , 

where 

 Y = log10y, A = log10a and B = b log10e 

Here the normal equations are  

 ∑Y =nA + B∑x,  ∑xY = A∑x+ B∑x2, 

from which A, B can be found and consequently a, b can be calculated.  

(3) xya = b  (or pvy = k, Gas equations)  

  Taking logarithms log10x + alog10y = log10b  

or  log10y = 
a
1 log10b – 

a
1 log10x.  

This is of the form Y = A + BX,  

where  X = log 10x, Y = log10y, A = 
a
1 log10b, B = - 

a
1 .  

 Here also the problem reduces to finding a straight line of best fit 

through the given data.   

Example: An experiment gave the following values:  

v(ft/min)  : 350  400  500  600 

t (min)  : 61  26  7  2.6 

It is known that v and t are connected by the relation v = atb. Find the best 

possible values of a and b.  

Solution: We have    

 log10v = log10a + blog10t  

or Y = A +bX  
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where  X = log10t, Y = log10v, A = log10a.  

∴ The normal equations are  

 ∑Y = 4A + b∑X    ...(i)  

 ∑XY = A ∑X+ b∑X2   ...(ii)  

Now ∑X etc. are calculated as in the following table:  

V t X = log10 t Y = log10v XY X2 

350 

400 

500 

600 

61 

26 

7 

2.6 

1.7853 

1.4150 

0.8451 

0.4150 

2.5441 

2.6021 

2.6990 

2.7782 

4.542 

3.682 

2.281 

1.153 

3.187 

2.002 

0.714 

0.172 

Total   4.4604 10.6234 11.658 6.075 
 

∴  Equations (i) and (ii) become  

 4A + 4.46b = 10.623 

 4.46A + 6.075b = 11.658 

Solving these, A = 2.845, b = -0.1697 

∴  a = antilog A = antilog 2.845 = 699.8. 

 

5.4 APPROXIMATION OF FUNCTIONS 

 The problem of approximating a function is a central problem in 

numerical analysis due to its importance in the development of software 

for digital computers.  

 Let f1,f2,...,fn be the values of the given function and φ 1,φ 2,..., φ n be 

the corresponding values of the approximating function. Then the error 
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vector is er  with components ei are given by ei = fi -φ i. The approximation 

may be chosen in different ways. For example, we may find the 

approximation such that the quantity 22
2

2
1 ..... neee +++  is minimum. This 

leads us to the least squares approximation which we have already 

studied. On the other hand, we may choose the approximation such that 

the maximum component of er  is minimized. This leads us to the 

Chebyshev polynomials which have found important applications in the 

approximation of functions in digital computers. 

  

5.4.1 Chebyshev Polynomials: 

The chebyshev polynomial of degree n over the interval [-1,1] is 

defined by the relation  

Tn (x) = cos (n cos-1x)      ---(1) 

It follows immediately from the relation (1) that 

Tn (x) = T-n(x)       ---(2) 

Let cos-1x = θ , so that x = cos θ  and (1) becomes  

Tn (x) = cos nθ ,        

hence T0(x) = 1 and T1(x) = x. 

Using the trigonometric identity  

 cos (n-1)θ  + cos (n+1)θ  = 2 cos nθ . cos θ ,   ---(4) 

we obtain  

 Tn-1(x) + Tn+1 (x) = 2xTn(x),     ---(5) 

which is the same as  

---(3) 
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 Tn+1(x) = 2xTn (x) - Tn-1(x)     ---(6) 

This is the recurrence relation which can be used to compute successively 

all Tn(x), since we know T0 (x) and T1(x). The first six Chebyshev 

polynomials are    

 T0 (x) = 1  

 T1 (x) = x 

 T2 (x) = 2x2 – 1  

 T3 (x) = 4x3 - 3x 

 T4 (x) = 8x4 - 8x2 +1 

 T5 (x) = 16x5 – 20x3 +5x 

 T6 (x) = 32x6 - 48x4 +18x2+1      

The graphs of the first four Chebyshev polynomilas are shown in Fig 

given below. 

 

 

 

 

 

 

 

 

 It is easy to see that the coefficient of xn in Tn(x) is always 2n-1. 

Further, if we set y=Tn(x) = cos nθ , then we have  

---(7) 

Fig. 5.1 Chebyshev polynomials Tn (x), n = 1,2,3,4, 
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θ

θ
sin

  sin  nn
dx
dy

= ,       ---(8) 

and   θ
θθθ

2

2

2

2

sin
cotsincos ⋅+−

=
nnnn

dx
yd

 

  = ,
1 2

2

x
dx
dyxyn

−

+−
      --- (9) 

so that 

 (1-x2) 02
2

2

=+− yn
dx
dyx

dx
yd ,      ---(10) 

which is the differential equation satisfied by Tn(x). 

 It is also possible to express powers of x in terms of Chebyshev 

polynomials, by using expressions (7). Thus, we get  

 1 = To(x)  

 x = T1 (x) 

 x2
 = ( ) ( )[ ]xTxT 202

1
+  

 x 
3

= ( ) ( )[ ]XTxT 313
4
1

+  

x 
4 =  ( ) ( ) ( )[ ]xTxTxT 420 43

8
1

++  

x5= ( ) ( ) ( )[ ]xTxTxT 531 510
16
1

++   

x6 = ( ) ( ) ( ) ( )[ ]xTxTxTxT 6420 61510
32
1

+++      

 

and so on. These expressions will be useful in the economization of 

power series to be discussed later.  

 An important property, orthogonality property of Tn(x) is given by  

---(11) 



MCA-305 110 
 

 

⎪
⎪
⎩

⎪⎪
⎨

⎧

==

≠=

≠

=
−∫

−

0,

0,
2

,

1
)()(1

1
2

nm

nm

nmO

x
dxxTxT nm

π

π
     ---(12) 

That is, the polynomials Tn(x) are orthogonal with the function 
21

1

x−
. 

This property is easily proved since by putting x = cos θ, the above 

integral becomes  

 ∫∫ =
ππ

θθθθθθ
00

cos.cos  )(cos) (cos dnmdTT nm  

       ,
)(2
)sin(

)(2
)sin(

0

π
θθ

⎥
⎦

⎤
⎢
⎣

⎡
−
−

+
+
+

=
nm
nm

nm
nm

 

from which the values given on the right side of (12) follow.  

 We have seen above that Tn(x) is a polynomial of degree n in x and 

that the coefficient of xn in Tn(x) is 2n-1. 

 In approximation theory, one uses monic polynomials, i.e., 

Chebyshev polynomials in which the coefficient of xn is unity. If pn(x) is a 

monic polynomial, then we can write 

pn(x) = 21-n. Tn(x),    (n≥1)    ---(13) 

A remarkable property of Chebyshev polynomials is, that of all monic 

polynomials, pn(x), of degree n whose leading coefficient equals unity, 

the polynomial 21-n Tn(x) has  the smallest least upper bound for its 

absolute value in the range (-1, 1). Since |Tn(x)| ≤1, the upper bound 

referred to above is 21-n. Thus, in Chebysheve approximation, the 

maximum error is kept down to a minimum. This is often referred to as 
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minimax principle and the polynomial in (13) is called the minimax 

polynomial. By this process, we can obtain the best lower-order 

approximation, called the minimax approximation, to a given polynomial. 

This is illustrated in the  following example.  

 

Example: Find the best lower-order approximation to the cubic 2x3 + 3x2  

Solution: Using the relations given in (11), we write  

 2x3 + 3x2 =  
4
2  [T3(x) + 3T1(x)] + 3x2 

 = 3x2 + 
2
3 T1(x) + 

2
1 T3(x)  

 = 3x2 + 
2
3 x + 

2
1 T3(x), since T1(x) = x.  

The polynomial 3x2 + 
2
3 x is the required lower-order approximation to 

the given cubic with a maximum error + 
2
1  in the range (-1, 1).  

 A similar application of Chebysheve series is in the economization 

of power series which is discussed next.  

 

5.4.2 Economization of Power Series: 

 To describe this process, we consider the power series expansion 

of f(x) in the form  

 f(x) = A0 + A1x + A2x2 + …… +Anxn, (-1 ≤ x≤ 1)   ---(14) 
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Using the relations given in (11), we convert the above series into an 

expansion in Chebyshev polynomials and we obtain  

 f(x) = B0 + B1 T1(x) + B2T2(x) + …+ BnTn(x)   ---(15) 

For a large number of functions, an expansion as in (15) above, converges 

more rapidly than the power series given by (14). This is known as 

economization of the power series and is illustrated below.  

 

Example : Economize the power series  

 sin x 
50401206

753 xxxx ++−≈  

Solution:  

Since  
5040

1 = 0.000198 ..…, the truncated series, viz.,  

 sin x 
1206

53 xxx +−≈  

will produce a change in the fourth decimal place only. We now convert 

the powers of x into Chebysheve polynomials by using the relations given 

in (11). This gives  

 sin x )]()(5)(10[
16120

1)]()(3[
24
1)( 531311 xTxTxTxTxTxT ++

×
++−≈  

Simplifying the above, we obtain  

 sin x )(
1920

1)(
128

5)(
192
169

531 xTxTxT +−≈  

Since 
1920

1 = 0.00052…. , the truncated series, viz.,  
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 sin x = )(
128

5)(
192
169

31 xTxT −  

will produce a change in the fourth decimal place only. The economized 

series is therefore given by.  

 sin x  =  )34(
128

5
192
169 3 xxx −−   [using the relations given in (7)]  

          =  .
32
5

384
383 3xx −  

 

5.5 SELF ASSESSMENT QUESTIONS 

 1. Fit a straight line to the following data: 

  Year x : 1961 1971 1981 1991 2001 

  Production y: 8 10 12 10 16 

  Find the expected production in 2006. 

2. fit a parabola y = a + bx + cx2 to the following data 

x: 2  4  6  8  10 

y: 3.07  12.85  31.47  57.38 

 91.29 

3. Using the method of least squares, fit a relation of the form       

y = abx to the following data: 

x: 2  3  4  5  6 

y: 144  172.8  207.4  248.8 

 298.5 

4. Express the following as sums of Chebyshev polynomials 

(i) 1 + x – x2 + x3 (ii) 1 – x2 + 2x4 
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5. Obtain the best lower degree approximation to the cubic          

x3 + 2x2. 

6. Economize the series given by 

 f(x) = 1 – (½)x – (1/8)x2 – (1/16)x3 

 

Answers: (1) 15.2  (2) y = 0.34 – 0.78x + 0.99x2 

  (3) a = 99.86, b = 1.2 
 

Reference Books 
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12. “Numerical Methods with Programs in C”, T. Veerarajan, T. Ramachandarn., 

Tata McGraw Hill. 



MCA-305 115 
 

 

Course Code -     MCA-305 Writer – Dr. Aseem Miglani 

Lesson No. -         06 Vetter - Prof. Kuldip Bansal 

Numerical Differentiation and Integration 

 
STRUCTURE 

6.0 Objective 

6.1 Introduction 

6.2 Numerical Differentiation 

 6.2.1 Derivatives using Forward Difference Formula 

 6.2.2 Derivatives using Backward Differences Formula 

6.2.1 Derivatives using Central Differences Formulae 

6.3 Maxima and Minima of a Tabulated Function 

6.4 Numerical Integration 

 6.4.1 Trapezoidal Rule 

 6.4.2 Simpson’s one-third Rule 

 6.4.3 Simpson’s three-eighth Rule 

6.5 Errors in Quadrature Formulae 

6.6 Self Assessment Questions 

 

6.0 OBJECTIVE 

 Objective of this lesson is to develop numerical techniques for finding the 

differentiation and integration of the functions, which are given in the tabulated 

forms, using the interpolation formulae. In the end, the errors in numerical integration 

formulae are also obtained. 
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6.1 INTRODUCTION 

 If a function y = f(x) be defined at a set of n+1 distinct points x0, x1,…..,xn-1,xn 

lying in some interval [a, b] such that a = x0<x1<x2<…..<xn = b. From the given 

tabulated data (set of values of x and y), we require to find differentiation of different 

orders at tabular or non tabular points. Also, we require to find the values of the 

definite integral ∫
b

a
dxxf )( , where f(x) is either given explicitly or defined by a 

tabulated data. 

 

6.2 NUMERICAL DIFFERENTIATION  

 It is the process of calculating the value of the derivative of a function at some 

assigned value of x from the given set of values (xi, yi). To compute dy/dx, we first 

replace the exact relation y= f(x) by the best interpolating polynomial y = φ(x) and 

then differentiate the latter as many times as we desire. The choice of the interpolation 

formula to be used, will depend on the assigned value of x at which dy/dx is desired.  

 If the values of x are equi-spaced and dy/dx is required near the beginning of 

the table, we employ Newton’s forward formula. If it is required near the end of the 

table, we use Newton’s backward formula. For values near the middle of the table, 

dy/dx is calculated by means of Stirling’s or Bessel’s formula.  

 If the values of x are not equi-spaced, we use Newton’s divided difference 

formula to represent the function.  

 Hence corresponding to each of the interpolation formulae, we can derive a 

formula for finding the derivative.  

 Consider the function y = f(x) which is tabulated for the values xi         (= x0 + 

ih), i= 0, 1,2, ....n. 

 

6.2.1 Derivatives using Forward Difference Formula: 
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Newton’s forward interpolation formula is 

 ......
!3

)2)(1(
!2

)1(
0

3
0

2
00 +Δ

−−
+Δ

−
+Δ+= ypppyppypyy  ---(1) 

Differentiating both sides w.r.t. p, we have  

......
!3

263
!2

12
0

3
2

0
2

0 +Δ
+−

+Δ
−

+Δ= yppypy
dp
dy  

Since p = ,
)( 0

h
xx −

 therefore .1
hdx

dp
=  

Now 

 ⎢
⎣

⎡
Δ

+−
+Δ

−
+Δ== 0

3
2

0
2

!3
263

!2
121. yppypy

hdx
dp

dp
dy

dx
dy

o  

     ⎥
⎦

⎤
+Δ

−+−
+ .....

!4
622184

0
4

23

yppp
 ---(2) 

At x = x0, p = 0. Hence putting p = 0,  

    
0xdx

dy
⎟
⎠
⎞

⎜
⎝
⎛

⎥⎦
⎤

⎢⎣
⎡ +Δ−Δ+Δ−Δ= .........

4
1

3
1

2
11

0
4

0
3

0
2 yyyy

h o    ---(3) 

Again differentiating (2) w.r.t. x, we get  

 
dx
dp

dp
dy

dp
d

dx
yd

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=2

2

 

        
h

y
pp

y
p

y
h

1....
!4

223612
!3

66
!2

21
0

4
2

0
3

0
2

⎥
⎦

⎤
⎢
⎣

⎡
+Δ

+−
+Δ

−
+Δ=  

Putting p = 0, we obtain 

 ⎥⎦
⎤

⎢⎣
⎡ +Δ+Δ−Δ=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
.....

12
111

0
4

0
3

0
2

22

2

0

yyy
hdx

yd

x

    ---(4) 

 

6.2.2 Derivatives using Backward Differences Formula:  

Newton’s backward interpolation formula is  
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 y = yn + ......
!3

)2)(1(
!2

)1( 32 +∇
++

+∇
+

+∇ nnn ypPPypPyp     

Differentiating both sides w.r.t. p, we get  

 .......
!3

263
!2

12 3
2

2 +∇
++

+∇
+

+∇= nnn y
pp

y
p

y
dx
dy      

Since  ,
h

xx
p n−

=  therefore  
hdx

dp 1
=  

Now 
dx
dp

dp
dy

dx
dy .=  

     = ⎥
⎦

⎤
⎢
⎣

⎡
+∇

++
+∇

+
+∇ ......

!3
263

!2
121 2

3
2

nnn yppypy
h

  ---(5) 

At x = xn, p = 0. Hence putting p = 0, we get  

  ⎥⎦
⎤

⎢⎣
⎡ ∇+∇+∇+∇=⎟

⎠
⎞

⎜
⎝
⎛ ..........

4
1

3
1

2
11 432

nnnn
x

yyyy
hdx

dy

n

    ---(6) 

Again differentiating (5) w.r.t. x, we have  

dx
dp

dx
dy

dp
d

dx
yd

⎟
⎠
⎞

⎜
⎝
⎛=2

2

 

       ⎥
⎦

⎤
⎢
⎣

⎡
+∇

++
+∇

+
+∇= ....

12
11186

!3
661 4

2
32

nnn y
pp

yPy
h

  

Putting p = 0, we obtain 

 
nxdx

yd
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
2

2

= ⎥⎦
⎤

⎢⎣
⎡ ∇+∇+∇ ....

12
111 432

2 nnn yyy
h

    ---(7) 

 

6.2.3 Derivatives using Central Difference Formulae:  

Stirling’s formula is 

 yP = y0 + 1
2

2
10

!22!1 −
− Δ+⎟

⎠

⎞
⎜
⎝

⎛ Δ+Δ
y

pyyp  
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     + ....
!4

)1(
2!3
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2

4
222

2
3

1
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+Δ
−

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ+Δ−
−

−− yppyypp  ---(8) 

Differentiating both sides w.r.t. p, we get  

 ⎟
⎠

⎞
⎜
⎝

⎛ Δ+Δ
= −

2
10 yy

dx
dy + 1

2

!2
2

−Δ yp + .....
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2
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1
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Since p = ,0

h
xx −   ∴ .1

hdx
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dx
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dy
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h
1

⎢
⎣

⎡
⎟
⎠

⎞
⎜
⎝
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6
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⎝

⎛ Δ+Δ
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yppyy  

At x = x0, p = 0. Hence putting p = 0, we get  

0xdx
dy

⎟
⎠
⎞

⎜
⎝
⎛  = 

h
1

⎥
⎦

⎤
⎢
⎣

⎡
+

Δ+Δ
+

Δ+Δ
−

Δ+Δ −−−−− ........
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1
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2
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1
3

10 yyyyyy  --(9) 

similarly  ⎥⎦
⎤

⎢⎣
⎡ Δ+Δ−Δ=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−−− .....

90
1

12
11

3
6

2
4

1
2

22

2

0

yyy
hdx

yd

x

   ---(10) 

Similarly, we can use any other interpolation formula for computing the derivatives.  

Example : Given that 

x: 1.0 1.1 1.2 1.3 1.4 1.5 1.6 

y: 7.989 8.403 8.781 9.129 9.451 9.750 10.031, 

Find   1.1   )a(at       and  2

2

=x
dx

yd
dx
dy

  (b)  x = 1.6  

Solution: 

The difference table is                                            

x     y       Δ       Δ2             Δ3  Δ4            Δ5       Δ6 

1.0 7.989 
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     0.414 
1.1 8.403     -0.036 
    0.378  0.006 
1.2 8.781     -0.030   -0.002 
    0.348  0.004    0.002 
1.3 9.129     -0.026   0.000       -0.003 
    0.322  0.004    -0.001 
1.4 9.451     -0.023   -0.001 
    0.299  0.005   
1.5 9.750     -0.018 
    0.281 
1.6 10.031 
 

a)   For x = 1.1, we take  

 ⎥⎦
⎤

⎢⎣
⎡ +Δ−Δ+Δ−Δ+Δ−Δ=⎟

⎠
⎞

⎜
⎝
⎛ ........

6
1

5
1

4
1

3
1

2
11

0
6

0
5

0
4

0
3

0
2

0
0

yyyyyy
hdx
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x

 --(i) 

and  ⎥⎦
⎤

⎢⎣
⎡ −Δ+Δ−Δ+Δ−Δ=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
.......
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6
5

12
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0
6

0
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0
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0
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0
2
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2

0

yyyyy
hdx

yd

x

 ---(ii) 

Here h = 0.1, x0 = 1.1, Δy0 =  0.378, Δ2y0 = -0.03 etc.  

Substituting these values in (i) and (ii), we get  

⎥⎦
⎤

⎢⎣
⎡ −−−+−+−−=⎟

⎠
⎞

⎜
⎝
⎛ )003.0(

6
1)001.0(

5
1)0(

4
1)004.0(

3
1)03.0(

2
1378.0

1.0
1  

1.1dx
dy

    = 3.946 

⎥⎦
⎤

⎢⎣
⎡ −+−−+−−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
)003.0(

180
137)001.0(

6
5)0(

12
11)004.0(03.0

)1.0(
1

2
1.1

2

2

dx
yd  

= -3.545 

b)   For x = 1.6, we use the above difference table and the backward difference 

operator ∇ instead of Δ, and we take  

⎥⎦
⎤

⎢⎣
⎡ +∇+∇+∇+∇+∇+∇=⎟

⎠
⎞

⎜
⎝
⎛ ......

6
1

5
1

4
1

3
1

2
11 65432

nnnnnn
x

yyyyyy
hdx

dy

n

 ---(iii) 

and  
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⎥⎦
⎤

⎢⎣
⎡ +∇+∇+∇+∇+∇=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
......

180
137

6
5

12
111 65432

22

2

nnnnn
x

yyyyy
hdx

yd

n

 ---(iv) 

Here h = 0.1, xn = 1.6, ∇ yn = 0.281, ∇ 2yn = -0.018 etc.  

Putting these values in (iii) and (iv), we get 

⎥⎦
⎤

⎢⎣
⎡ −+−+−++−+=⎟

⎠
⎞

⎜
⎝
⎛ )003.0(

6
1)001.0(

5
1)001.0(

4
1)005.0(

3
1)018.0(

2
1281.0

1.0
1

6.1dx
dy  

= 2.727 

⎥⎦
⎤

⎢⎣
⎡ −+−+−++−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
)003.0(

180
137)001.0(

6
5)001.0(

12
11005.0018.0

)1.0(
1

2
6.1

2

2

dx
yd  

= -1.703 

Example: From the following table find 
dt
dx  & 2

2

dt
xd  at t = 0.3 

 T: 0 0.1 0.2 0.3 0.4 0.5 0.6 

 X 30.13 31.62 32.87 33.64 33.95 33.81 33.24 

Solution : 

The difference table is:  

t x Δ Δ2  Δ3  Δ4     Δ5        Δ6 
0 30.13 
   1.49 
0.1 31.62   -0.24 
  1.25   -0.24 
0.2 32.87   -0.48  0.26 
  0.77   0.02   -0.27 
0.3 33.64    -0.46  -0.01   0.29 
  0.31   0.01   0.02 
0.4 33.95   -0.45  0.01 
   -0.14   0.02 
0.5 33.81   -0.43 
   -0.57 
0.6 33.24 



MCA-305 122 
 

 

As the derivatives are required near the middle of the table, we use Stirling’s 

formulae: 

0t
dt
dx

⎟
⎠
⎞

⎜
⎝
⎛  = 

h
1

.......
230

1
26

1
2

3
5

2
5

2
3

1
3

10 +⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ+Δ
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ Δ+Δ
−⎟

⎠
⎞

⎜
⎝
⎛ Δ+Δ −−−−− xxxxxx    --(i) 

⎥⎦
⎤

⎢⎣
⎡ −Δ+Δ−Δ=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−−− .....

90
1

12
11

3
6

2
4

1
2

22

2

0

xxx
hdt

xd

t

   ---(ii) 

Here h = 0.1, t0 = 0.3, Δx0 = 0.31, Δx-1 = 0.77, Δ2x-1 = -0.46 etc.  

Putting these values in (i) and (ii), we get  

 
3.0

⎟
⎠
⎞

⎜
⎝
⎛

dt
dx  = 

1.0
1

⎥
⎦

⎤
⎢
⎣

⎡
−⎟

⎠
⎞

⎜
⎝
⎛ −

+⎟
⎠
⎞

⎜
⎝
⎛ +

−⎟
⎠
⎞

⎜
⎝
⎛ + .......

2
27.002.0

30
1

2
02.001.0

6
1

2
77.031.0  

  = 5.33  

 ⎥⎦
⎤

⎢⎣
⎡ −+−−−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
....)29.0(

90
1)01.0(

12
146.0

)1.0(
1

2
3.0

2

2

dt
xd  = -45.6 

 

6.3 MAXIMA AND MINIMA OF A TABULATED FUNCTION  

 Newton’s forward interpolation formula is  

 ......
!3

)2)(1(
!2

)1( 32 +Δ
−−

+Δ
−

+Δ+= oooo ypppyppypyy  

Differentiating both sides w.r.t. p, we get 

......
2

263
2

12 3
2

2 +Δ
+−

+Δ
−

+Δ= ooo yppypy
dp
dy   ---(1) 

For maxima or minima, dy/dp = 0. Hence equating the right hand side of (1) to 

zero and retaining only upto third differences, we obtain  

0
6

)263(
!2

12 3
2

2 =Δ
+−

+Δ
−

+Δ ooo yppypy , 

i.e.  ( ½ Δ3y0)p2 + (Δ2y0 – Δ3y0) p + (Δy0 – ½ Δ2y0 + 1/3 Δ3y0) = 0 
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 Substituting the values of Δy0, Δ2y0, Δ3y0 from the difference table, we solve 

this quadratic for p. Then the corresponding values of x are given by                         

x = x0 + ph at which y is maximum or minimum.  

Example: From the table given below, find the value of x for which y is minimum. 

Also find this value of y.  

x: 3 4 5 6 7 8 

y: 0.205 0.240 0.259 0.262 0.250 0.224 

Solution: 

The difference table is  

 

x  y  Δ  Δ2  Δ3 

 
3  0.205 
    0.035 
4  0.240    -0.016 
    0.019    0.000 
5  0.259    -0.016 
    0.003    0.001 
6  0.262    -0.015 
    -0.012    0.001 
7  0.250    -0.014 
    -0.026 
8  0.224 

 

Taking x0 = 3, we have y0 = 0.205, Δy0 = 0.035, Δ2y0 = -0.016 and Δ3y0 =0.  

∴ Newton’s forward difference formula gives  

 y = 0.205 + p(0.035) + 
!2

)1( −pp  (-0.016)    ---(i)  

Differentiating it w.r.t. p, we have  

 
dp
dy = 0.035 + 

!2
12 −p  (-0.016) 
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For y to be minimum, dy/dp = 0  

∴  0.035 – 0.008 (2p – 1) = 0  

Which gives p = 2.6875  

∴  x = x0 + ph = 3 +2.6875 x 1 = 5.6875. 

Hence y is minimum when x = 5.6875.  

Putting p = 2.6875 in (i), the minimum value of y  

 = 0.205 + 2.6875 x 0.035 + ½ (2.6875 x 1.6875) (-0.016)  

 = 0.2628.  

 

6.4 NUMERICAL INTEGRATION 

 The process of evaluating a definite integral from a set of tabulated values of 

the integrand f(x) is called numerical integration. This process when applied to a 

function of a single variable, is known as quadrature. 

 The problem of numerical integration, like that of numerical differentiation, is 

solved by representing f(x) by an interpolation formula and then integrating it between 

the given limits. In this way, we can derive quadrature formulae for approximate 

integration of a function defined by a set of numerical values only. 

 

Newton-Cotes quadrature formula:  

Let I = ∫
b

a
dxxf )( , 

where f(x) takes the values yo, y1, y2, …..,yn for x = x0, x1, x2,….,xn. 

  

 

 

 

 

 
Fig – 6.1 
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Let us divide the interval (a,b) into n sub- intervals of width h so that x0 = a, x1= x0+h, 

x2 = x0 + 2h, ……,xn = x0+nh = b. Then  

 I  = ∫
+nhx

x
dxxf0

0

)(    [Put x = x0 +rh,  dx = hdr] 

       = ∫ +
n

drrhxfh
0

)( 0  

   = dryrrryrryryh
n

o∫ ⎥⎦
⎤

⎢⎣
⎡ +Δ

−−
+Δ

−
+Δ+

0

...
!3

)2)(1(
!2

)1(
0

3
0

2
0    

[Approximated by Newton’s forward interpolation formula] 

Integrating term by term, we obtain 

 ∫
+nhx

x
dxxf0

0

)( =nh ⎢
⎣

⎡
Δ

−
+Δ

−
+Δ+ 0

3
2

0
2

0 24
)2(

12
)32(

2
ynnynnynyo  

⎥
⎦

⎤
+

Δ
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+−+ .......

24
3

3
11

2
3

5
0

4234 ynnnn  ---(1) 

This is known as Newton-Cotes quadrature formula. From this general formula, we 

deduce the following important quadrature rules by taking          n = 1, 2, 3,….. 

6.4.1 Trapezoidal Rule  

 Putting n = 1 in (1) and taking the curve through (x0, y0) and (x1,y1) as a 

straight line, i.e., a polynomial of first order so that differences of order higher than 

first become zero, we get 

 ∫
+hx

x
dxxf0

0

)(  = )(
22

1
1000 yyhyyh +=⎟

⎠
⎞

⎜
⎝
⎛ Δ+  

Similarly  

 ∫
+

+

hx

hx
dxxf

20

0

)( = )(
22

1
2111 yyhyyh +=⎟

⎠
⎞

⎜
⎝
⎛ Δ+  

 ……………………………………… 
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 ∫
+

−+

nhx

hnx
dxxf0

0 )1(
)( = ( )nn yyh

+−12
 

Adding these n integrals, we obtain  

 ∫
+nhx

x
dxxf0

0

)( = ( )[ ])....(2
2 1210 −+++++ nn yyyyyh   ---(2) 

This is known as the trapezoidal rule.  

 In this rule, the area of each strip (trapezium) is found separately. Then the 

area under the curve and the ordinates at x0 and x0 + nh is approximately equal to the 

sum of the areas of the n trapeziums.  

 

 

 

6.4.2 Simpson’s one-third Rule  

 Putting n = 2 in (1) above and taking the curve through (x0, y0), (x1, y1) and (x2, 

y2) as a parabola, i.e., a polynomial of second order so that differences of order higher 

than second vanish, we get  

  ∫
+ hx

x
dxxf

20

0

)(  = )4(
36

12 2100
2

00 yyyhyyyh ++=⎟
⎠
⎞

⎜
⎝
⎛ Δ+Δ+  

Similarly  

 ∫
+

+

hx

hx
dxxf

4

2

0

0

)(  = ( )432 4
3

yyyh
++  

 ……………………………… 

 ∫
+

−+

nhx

hnx
dxxf0

0 )2(
)( = ( )nnn yyyh

++ −− 12 4
3

, n being even.  

Adding all these integrals, we have when n is even 

 ∫
+nhx

x
dxxf0

0

)( = ( )[ ]).....(2)....(4
3 2421310 −− +++++++++ nnn yyyyyyyyh  

          ---(3) 
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 This is known as the Simpson’s one-third rule or simply Simpson’s rule and is 

most commonly used.  

Remark : While applying (3), the given interval must be divided into even number of 

equal sub-intervals, since we find the area of two strips at a time.  

6.4.3 Simpson’s three-eighth Rule  

 Putting n = 3 in (1) above and taking the curve through (xi, yi): i = 0, 1, 2, 3, as 

a polynomial of third order so that differences above the third order vanish, we get  

 ∫
+ hx

x
dxxf

30

0

)( = ⎟
⎠
⎞

⎜
⎝
⎛ Δ+Δ+Δ+ 0

2
0

2
00 8

1
2
3

2
33 yyyyh  

  = )33(
8
3

3210 yyyyh
+++  

 

Similarly,  

∫
+

+

hx

hx
dxxf

5

3

0

0

)(  = )33(
8
3

6543 yyyyh
+++ and so on. 

Adding all such expressions from x0 to x0 +nh, where n is a multiple of 3, we obtain  

 ∫
+nhx

x
dxxf0

0

)( =

( )[ ])..(2)..(3
8
3

363154210 −− +++++++++++ nnn yyyyyyyyyyh ,  

          ---(4) 

which is known as Simpson’s three-eighth rule. 

 In this rule, the number of sub-intervals should be taken as multiple of three. 

Example: Evaluate ∫ +

6 

0 21 x
dx by using (i) Trapezoidal rule, (ii) Simplson’s 1/3 rule, 

(iii) Simpson’s 3/8 rule, and compare the results with its actual value.  

Solution: 
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 Divide the interval (0,6) into six parts each of width h = 1. The values of f(x) = 

21
1
x+

 are given below  

x 0 1 2 3 4 5 6 

f(x) 

 y 

1 

y0 

0.5 

y1 

0.2 

y2 

0.1 

y3 

0.0588 

y4 

0.0385 

y5 

0.027 

y6 

 

(i) By Trapezoidal rule,  

 ∫ +

6 

0 21 x
dx = )[(

2 60 yyh
+ +2(y1+y2+y3+y4+y5)] 

   = )]0385.00588.01.02.05.0(2)027.01[(
2
1

++++++  

   = 1.4108 

(ii)  By Simpson’s 1/3 rule,  

 ∫ +

6 

0 21 x
dx = )[(

3 60 yyh
+ +4(y1+y3+y5)+2(y2+y4)] 

    = )027.01[(
3
1

+ +4(0.5+0.1+0.0385)+2(0.2+0.0588)] 

    = 1.3662. 

(iii)  By Simpson’s 3/8 rule,  

 ∫ +

6 

0 21 x
dx = )[(

8
3

60 yyh
+ +3(y1+y2+y4+y5)+2y3)] 

    = )027.01[(
8
3

+ +3(0.5+0.2+0.0588+0.0385)+2(0.1)] 

    = 1.3571 

Also ∫ +

6

0 21 x
dx = 4056.16tantan 16

0

1 == −− x  

This shows that the value of the integral found by Simpson’s 1/3 rule is the nearest to 

the actual value.  
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Example: The velocity v(km/min) of a moped which starts from rest, is given at fixed 

intervals of time t (min) as follows :  

t: 2 4 6 8 10 12 14 16 18 20 

v: 10 18 25 29 32 20 11 5 2 0 

Estimate approximately the distance covered in 20 minutes. 

Solution:  

If s (km) be the distance covered in t (min), then  

 v
dt
ds

=  

∴  ∫ ++==
=

20 

0 

20

0
.2.4[

3
EOXhvdts

t
].  (By Simpson’s rule) 

Here h = 2, v0 = 0, v1 = 10, v2 = 18, v3 = 25 etc.  

 X = v0 + v10 = 0 + 0 = 0 

 O = v1 + v3 +v5 + v7 +v9 = 10 + 25 + 32 + 11+2 = 80  

 E = v2 + v4 + v6 + v8 = 18 + 29 + 20+ 5  = 72 

Hence the required distance  

 = 33.309)7228040(
3
220

0
=×+×+=

=t
s  km.  

 

Example: A solid of revolution is formed by rotating about the x-axis, the area 

between the x-axis, the lines x = 0 and x = 1 and a curve through the points with the 

following co-ordinates. 

x:   0.00    0.25    0.50    0.75    1.00 

y: 1.0000 0.9896 0.9589 0.9089 0.8415 

Estimate the volume of the solid formed using Simpson’s rule.  

Solution: 

Here h = 0.25 y0 = 1, y1 =  0.9896, y2 =  0.9589 etc.  

∴ Required volume of the solid generated  
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 = ∫ ++++=
1 

0 

2
2

2
3

2
1

2
4

2
0

2 ]2)(4)[(
3

. yyyyyhdxy ππ  

 = ])9589.0(2})9089.0()9896.0{(4})8415.0(1[{
3
25.0 2222 ++++

π  

 = ]839.12216.77081.1[
3

1416.325.0
++

×  

 = 0.2618(10.7687) = 2.8192. 

 

Example: Evaluate  

 I = ∫ +

1

01
1 dx
x

, correct to three decimal places.  

Solution: 

 We solve this example by both the trapezoidal and Simpson’s rules with h = 

0.5, 0.25 and 0.125 respectively.  

(i)  h = 0.5. The values of x and 
x

y
+

=
1

1  are tabulated below  

 x: 0  0.5  1.0 

 y : 1.0000 0.6667 0.5 

 (a)   Trapezoidal rule gives  

  I = ]5.0)6667.0(20000.1[
4
1

++  

     = 0.7084 

 (b)  Simpson’s rule gives  

  I = ]5.0)6667.0(40000.1[
6
1

++  

    = 0.6945 

(ii)  h = 0.25. The tabulated values of x and 
x

y
+

=
1

1  are given below  

 x: 0  0.25  0.50  0.75  1.00 
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 y:  1.0000 0.8000 0.6667 0.5714 0.5 

 (a)  Trapezoidal rule gives  

  I = ]5.0)5714.06667.08000.0(20.1[
8
1

++++  

    = 0.6970 

 (b)  Simpson’s rule gives  

  I = ]5.0)6667.0(2)5714.08000.0(40.1[
12
1

++++  

    = 0.6932 

(iii)  Finally, we take h = 0.125. The tabulated values of x and y are  

x: 0 0.125 0.250 0.375 0.5 0.625 0.750 0.875 1.0 

y: 1.0 0.8889 0.8000 0.7273 0.6667 0.6154 0.5714 0.5333 0.5 

 (a)  Trapezoidal rule gives  

   I = 6667.07273.08000.08889.0(20.1[
16
1

++++  

         + ]5.0)5333.05714.06154.0 +++  

       = 0.6941 

 (b)  Simpson’s rule gives  

  I = )5333.06154.07273.08889.0(40.1[
24
1

++++  

         ]5.0)5714.06667.08000.0(2 ++++  

    = 0.6932 

 Hence the value of I may be taken to be equal to 0.693, correct to three 

decimal places. The exact value of I is loge2, which is equal to 0.693147…. This 

example demonstrates that, in general, Simpson’s rule yields more accurate results 

than the trapezoidal rule.  

 

6.5 ERRORS IN QUADRATURE FORMULAE  
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 The error in the quadrature formulae is given by  

 E = ∫∫ −
b

a

b

a
dxxPydx )(

 

 
, 

where P(x) is the polynomial representing the function y = f(x), in the interval [a, b]. 

1) Error in the Trapezoidal rule  

 Expanding y = f(x) around x = x0 by Taylor’s series, we get  

  ....."
!2

)(
')( 0

2
0

000 +
−

+−+= y
xx

yxxyy     ---(1) 

 ∴ ∫ ∫
+ +

+
−

+−+=
hx

x

hx

x
dxyxxyxxyydx0

0

0

0

 

 0

2
0

000 ......]"
!2

)(')([  

      = ....."
!3

'
!2 0

3

0

2

0 +++ yhyhhy      ---(2) 

Also A1 = area of the first trapezium in the interval [x0, x1] 

    )(
2
1

10 yyh +=        ---(3) 

Putting x = x0+h and y =y1 in (1), we get  

 ....."
!2

' 0

2

001 +++= yhhyyy  

Substituting this value of y1 in (3), we get 

 ⎥
⎦

⎤
⎢
⎣

⎡
++++= ....."

!2
'

2
1

0

2

0001 yhhyyyhA  

    = ....."
!2.2

'
2 0

3

0

2

0 +++ yhyhhy               ---(4) 

∴ Error in the interval [x0, x1] 

     = −∫
1

0

 

 

x

x
ydx A1 

     = ....."
12

..."
!2.2

1
!3

1
0

3

0
3 +−=+⎟

⎠
⎞

⎜
⎝
⎛ − yhyh ,  
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i.e.,  Principal part of the error in [x0, x1] = - "
12 0

3

yh  

Similarly principal part of the error in [x1, x2] = - "
12 1

3

yh  and so on.  

Hence the total error E = - 
12

3h [y0′′+ y1′′+……+y′′n-1] 

Assuming that y′′ (X) is the largest of the n quantities y0′′ y1′′,..., y′′n-1, we obtain  

)("
12

)()("
12

23

XyhabXynhE −
−=−< ,   [ abnh −=Q ]  --- (5) 

Hence the error in the trapezoidal rule is of the order h2.  

2) Error in Simpson’s one-third rule  

 Expanding y = f(x) around x = x0 by Taylor’s series, we get (1).  

 ∴ Over the first double strip, we get  

 ∫ ∫
+

⎥
⎦

⎤
⎢
⎣

⎡
+

−
+−+=2

0

0

0

 

 

2

0

2
0

000 ......"
!2

)(')((
x

x

hx

x
dxyxxyxxyydx  

           = ......
!5

32'"
!4

16"
!3

8'
!2

42 0

5

0

4

0

3

0

2

0 +++++ ivyhyhyhyhhy  --- (6) 

Also A1 = area over the first double strip by Simpson’s 1/3 rule 

    = )4(
3
1

210 yyyh ++       --- (7) 

Putting x = x0 + h and y = y1 in (1), we get  

 y1 = y0 + hy0 ′ + ...........'''
!  3

''
!  2 0

3

0

2

++ yhyh  

Again putting x = x0 + 2h and y = y2 in (1), we have  

 ....."'
!3

8''
!2

4'2 0

3

0

2

002 ++++= yhyhhyyy  

Substituting these values of y1 and y2 in (7), we get  
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 A1 = ⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++++ ......'"

!2
'4

 3 0

2

000 yhhyyyh  

           + ⎥
⎦

⎤
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++++ ......'"

!3
8"

!2
4'2 0

3

0

2

00 yhyhhyy  

      = 2hy0 + 2h2y0′ + .....
18
5'"

3
2"

3
4

0

5

0

2

0

3

+++ ivyhyhyh   ---(8) 

∴ Error in the interval [x0, x2] = ∫ −2

0

 

 1  
x

x
Adxy  

= ivyh 0
5

18
5

15
4

⎟
⎠
⎞

⎜
⎝
⎛ − ,   [(6)-(8)], 

i.e., Principal part of the error in [x0, x2] 

 = iviv yhyh 0

5
5

9018
5

15
4

0 −⎟
⎠
⎞

⎜
⎝
⎛ −  

Similarly principal part of the error in [x2, x4] = ivyh
2

5

90
− and so on.  

Hence the total error E = ].....[
90

)1(220

5

−+++− n
iviviv yyyh  

Assuming the yiv (X) is the largest of y0
iv, y2

iv, …., yiv 2n-2, we get  

 E < )(
180

)()(
90

4

0

5

XyhabXynh iviv −
−=− , [Q 2nh = b-a], ---(9) 

i.e., the error in Simpson’s 
3
1  rule is of the order h4.  

(3) Error in Simpson’s 3/8 rule. Proceeding as above, here the principal part of the 

error in the interval [x0, x3]  

 = ivyh
80
3 5

−         --- (10) 

 

6.6 SELF ASSESSMENT QUESTIONS 



MCA-305 135 
 

1. Find the first and second derivatives of f(x) at x = 1.5 if 

x:   1.5    2.0     2.5          3.0     3.5  4.0 

f(x): 3.375   7.00   13.625     24.00   38.875 59.00 

2. Find the first and second derivatives of the function tabulated below at x = 

1.1, 

x:   1.00    1.2     1.4          1.6    1.8      2.0 

f(x):    0.0   0.128  0.544     1.296 2.432     4.00 

3. Find the first derivative at x = 4 from the following values of x and y, 

x:    1 2 4 8 10 

  f(x):  0 1 5 21 27 

4. Calculate the value of ∫ 2

0
 x sin

π
dx  by Simpson’s one-third rule using 10 sub-

intervals. 

5. A curve is drawn to pass through the points given in the following table: 

x: 1 1.5 2 2.5 3 3.5 4 

y: 2 2.4 2.7 2.8 3 2.6 2.1 

Find the area bounded by the curve, x-axis and the lines x = 1, x = 4. 

 

 Answers: (1) 4.75; 9 (2) 0.63; 6.6 (3) 2.8326 

    (4) 0.9985 (5) 7.78 

Reference Books 
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7.0 OBJECTIVE 

 The objective of this lesson is to describe the numerical methods 

for finding the solution simultaneous linear equations and ordinary 

differential equations. 

 

7.1 INTRODUCTION 

The general form of a system of m linear equations in n unknowns 

x1,  x2 , x3 , …, x n can be represented in matrix form as under: 

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

=

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

mnmnmmm b

b

x

x

aaaa

aaaa
aaaa

MM

L

MMMM

L

L

 

b

  
 

x

 

             
                                
               
               

  2

1

2

1

321

n2232211

1n131211

     (1) 

Using matrix notation, the above system can be written in compact 

form as          

 [A] (X) = (B)        (2) 

The solution of the system of equations (2) gives n unknown values x1, x2, 

…., xn, which satisfy the system simultaneously. If m >n, we may not be 

able to find a solution, in principle, which satisfy all the equations. If m < 

n, the system usually will have an infinite number of solutions. However, 

in this lesson, we shall restrict to the case m = n. In this case, if ⎪A ⎢≠ 0, 

then the system will have a unique solution, while, if ⎪A ⎢= 0, then there 

exists no solution. 
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 Various numerical methods are available for finding the solution of 

the system of equations (2), and they are classified as direct and iterative 

methods. In direct methods, we get the solution of the system after 

performing all the steps involved in the procedure. The direct method, we 

consider is Gaussian elimination. 

Under iterative methods, the initial approximate solution is 

assumed to be known and is improved towards the exact solution in an 

iterative way. We consider Gauss-Seidel iterative method.  

 

7.2 GAUSSIAN ELIMINATION METHOD 

In the Gaussian elimination method, the solution to the system of 

equations (2) is obtained in two steps. In the first step, the given system 

of equations is reduced to an equivalent upper triangular form using 

elementary transformations. In the second step, the upper triangular 

system is solved using back substitution procedure by which we obtain 

the solution in the order xn, xn-1, xn-2, …, x2, x1. 

This method is explained by considering a system of n equations in 

n unknowns in the form as follows 

  

b      
                                        

 b      
b        

nn2211

22222121

1n1n212111

⎪
⎪
⎭

⎪
⎪
⎬

⎫

=++

=++
=++

xaxaxa

xaxaxa
xaxaxa

nnnn

nn

L

MMM

L

L

      (3) 
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Step 1: We divide the first equation by a11 and then subtract this equation 

multiplied by a21, a31,.....,an1  from 2nd, 3rd,....., nth equation. Then the 

system (3) reduces to the following form: 

   

b'  ' '          
                                           

 b'  '   '          
b'  '   '   

nn22

22222

1n1n2121

⎪
⎪
⎭

⎪
⎪
⎬

⎫

=++

=++
=+++

xaxa

xaxa
xaxax

nnn

nn

L

MMM

L

K

      (4)  

Here, we observe that the last (n – 1) equations are independent of x1, that 

is, x1 is eliminated from the last (n–1) equations. 

This procedure is repeated with the second equation of (4), that is, 

we divide the second equation by a'22 and then x2 is eliminated from 3rd,  

4th, …, nth equations of (4). The same procedure is repeated again and 

again till the given system assumes the following upper triangular form: 

   

        
dxC                               

                                            
 d   c   x             

 xc   xcc 

nnnn

22222

1n1n212111

⎪
⎪
⎪

⎭

⎪⎪
⎪

⎬

⎫

=

=++
=+++

MM

L

K

nn xc
dx

      (5)  

Step II: Now, the values of the unknowns are determined by back 

substitution procedure, in which we obtain xn from the last equation of (5) 

and then substituting this value of xn  in the preceding equation, we get 

the value of xn-1. Continuing this way, we can find the values of all other 

unknowns in the order xn, xn-1, ….., x2, x1. 

Example: Solve the following system of equations using Gaussian 

elimination method 
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   2x + 3y – z = 5 

            4x + 4y – 3z =3 

-2x + 3y – z =1  

Solution:  The given system of equations is solved in two stages. 

Step 1: We divide the first equation by 2 and then subtract the resulting 

equation (multiplied by 4 and –2) from the second and third equations, 

respectively. Thus, we eliminate x from the 2nd and 3rd equations. The 

resulting new system is given by 

   
62z -6y       

 7-  z  -2y  -     
2
5

2
z-y

2
3 

⎪
⎪

⎭

⎪
⎪

⎬

⎫

=
=

=+x

        (1) 

Now, we divide the second equation of (1) by –2 and eliminate y from the 

last equation and the modified system is given by  

   

155z -            

 
2
7 

2
 z  y         

2
5

2
z-y

2
3   

⎪
⎪
⎪

⎭

⎪
⎪
⎪

⎬

⎫

−=

=+

=+x

        (2) 

Step II : From the last equation of (2), we get  

 z =3          (3) 

using this value of  z, the second equation of (2) gives  

 2
2
3

2
7 =−=y          (4) 

Using these values of y and z in the first equation of (2), we get  
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 13
2
3

2
5 =−+=x       

Hence, the solution is given by x = 1, y = 2, z = 3 

7.3 PARTIAL AND FULL PIVOTING (ILL – CONDITIONS) 

 The Gaussian elimination method fails if any one of the pivot 

elements becomes zero. In such a situation, we rewrite the equations in a 

different order to avoid zero pivots. Changing the order equations is 

called pivoting. 

 Now we introduce the concept of partial pivoting. In this 

technique, if the pivot aii happens to be zero, then the ith column elements 

are searched for the numerically largest element. Let the jth row (j >i) 

contains this element, then we interchange the ith equation with the jth 

equation and proceed for elimination. This process is continued whenever 

pivots become zero during elimination. For example, let us examine the 

solution of the following simple system:  

  

10-6x1 + x2 = 1 

 x1 + x2 = 2 

Using Gaussian elimination method with and without partial 

pivoting, assuming that the solution is required accurate to only four 

decimal places. The solution by Gaussian elimination method gives     x1 

= 0, x2 = 1. If we use partial pivoting, the system takes the form 

 x1 + x2 = 2 

 10-6x1 + x2 = 1 
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Using Gaussian elimination method, the solution is found to be x1 = 

1, x2 = 1, which is a meaningful and accurate result. 

In full pivoting which is also known as complete pivoting, we 

interchange rows as well as columns, such that the largest element in the 

matrix of the system becomes the pivot element. In this process, the 

position of the unknown variables also get changed. Full pivoting, in fact, 

is more complicated than the partial pivoting. Partial pivoting is preferred 

for hand computation. 

Example:  Solve the system of equations 

   x +   y + z = 7 

 3x + 3y + 4z =24 

 2x + y + 3z =16 

by Gaussion elimination method with partial pivoting. 

Solution: In matrix notation, the given system can be written as  

 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

16
24
7

  
x

 
3    1    2
4   3    3
1    1    1

  
z
y        (1) 

To start with, we observe that the pivot element a11 = 1 (≠ 0). However, 

looking at the first column, it shows that the numerically largest element 

is 3 which is in the second row. Hence, we interchange the first row with 

the second row and then proceed for elimination. Thus, equation (1) takes 

the form  
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⎟
⎟
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1     1     1
4    3    3

  
z
y        (2) 

after partial pivoting. 

Step I: Dividing the first row of the system (2) by 3 and then subtracting 

the resulting row, multiplied by 1 and 2 from the second and third rows of 

the system (2), we get 

⎟
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The second row in equation (3) cannot be used as the pivot row, as a22 = 

0. Interchanging the second and third rows, we obtain   
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1
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8

  

x
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1-            
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1      1-     

3
4      1      1

  

z

y      (4) 

which is in the upper triangular form. From the last row of (4), we get   

 z = 3          (5) 
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The second row of (4) with this value of z gives  

 -y + 1 = 0  or  y = 1       (6) 

Using these values of y and z, the first row of (4) gives  

 x + 1+ 4 = 8   or x =3      (7) 

Thus, the required solution is 

 x = 3,  y = 1,  z = 3  

Example:  Solve by Gaussian elimination method with partial pivoting, 

the following system of equations: 

0x1+ 4x2 +2x3 + 8x4 = 24 

4x1+ 10x2 +5x3 + 4x4 = 32 

4x1+ 5x2 +6.5x3 + 2x4 = 26 

9x1+ 4x2 +4x3 + 0x4 = 21 

Solution:  The given system can be written as  

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝
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⎥
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⎢
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⎣

⎡
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26
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0         4        4         9
2      6.5        5         4
4         5       10        4
8         2         4        0

4

3

2

1

x
x
x
x

      (1) 

To start with, we note that the pivot row, that is, the first row has a 

zero pivot element (a11 = 0). This row should be interchanged with any 

row following it, which on becoming a pivot row should not have a zero 

pivot element. While interchanging rows, it is better to interchange with a 
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row having largest pivotal element. Thus, we interchange the first and 

fourth rows, which is called partial pivoting and we get  

⎟⎟
⎟
⎟
⎟
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      (2) 

We note that, in partial pivoting, the unknown vector remains unaltered, 

while the right-hand side vector gets changed.  

 Now, carry out Gaussian elimination process in two steps.  

Step I: In this case, divide the first row of the system (2) by 9 and then 

subtracting this resulting row multiplied by 4 from the second and third 

rows of equation (2), we get 

⎟
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Now we divide the second pivot row by 8.222 and subtract the resultant 

row multiplied by 3.222 and 4 from the third and fourth rows of equation 

(3), we obtain  
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Finally, we divide the third pivot row by 3.459 and subtract the resultant 

row multiplied by 0.432 from fourth row of equation (4), thereby getting 

the triangular form 

⎟
⎟
⎟
⎟
⎟
⎟
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⎜
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x
x
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x

  (5) 

Step II: From the last row of equation (5), we get x4= 2.00. Using this 

value of x4 into the third row of equation (5), we obtain  

x3 + 0.25 = 2.25 or  x3 = 2.00     (6) 

Similarly, we get  

 x2 = 1.00,  x1 = 1.00 

Thus, the solution of the given system is given by  

 x1 = 1.0,   x2 = 1.0, x3 = 2.0,  x4 = 2.0  

 

7.4 GAUSS-SEIDEL ITERATION METHOD  

 It is a well-known iterative method for solving a system of linear 

equations.  

 a11x1 + a12 x2+........+ a1n xn = b1, 

 a21x1 + a22 x2+........+ a2n xn = b2 

 ............................................................................. 

 an1x1 + an2 x2+........+ ann xn = bn 

 In Gauss-Seidel method, the corresponding elements of xi
(r+1) 

replaces those of xi
(r) as soon as they become available. Hence, it is called 
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the method of successive displacements. In this method (r+1)th  

approximation or iteration is computed from  

⎪
⎪
⎪
⎪
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⎪
⎪
⎪
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⎫
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 x -x - b   x

  x -x - b    x

a
a

a
a

a

a
a

a
a

a

a
a

a
a

a

L

L

L

    (1) 

  

Thus, the general procedure can be written in the following compact form  
 

         (2)  

for all i = 1,2,…….., n and r = 1,2,… 

To describe system (1) in the first equation, we substitute the r-th 

approximation into the right-hand side and denote the result by .)1(
1

+rx In 

the second equation, we substitute ),....,,( )()(
3

)1(
1

r
n

rr xxx + and denote the result 

.)1(
2

+rx In the third equation, we substitute ),....,,,( )()1(
4

)1(
2

)1(
1

r
n

rrr xxxx +++  and 

denote the result by ,)1(
3

+rx and so on. This process is continued till we 

arrive at the desired result.  

Example: Find the solution of the following system of equations.  

 x1 – 0.25x2 –0.25x3  = 0.5 

–0.25x1 +x2 – 0.25x4 = 0.5 

–0.25x1+ x3 – 0.25x4    = 0.25 

          –0.25x2 – 0.25x3 + x4   = 0.25 

(r)
j

ii

ij
n

1ij

1)(r
j

ii

ij
1-i

1jii

i1)(r
i  x x - b x

a
a

a
a
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=
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using Gauss-Seidel method and perform the first four iterations.  

Solution:  The given system of equations can be rewritten as  

 x1 = 0.5 +0.25x2 +0.25x3 
 x2 = 0.5 +0.25x1 +0.25x4      (1) 
 x3 = 0.25 +0.25x1 +0.25x4 
 x4 = 0.25 +0.25x2 +0.25x3 
Taking x2 = x3 = x4 = 0 on the right- hand side of the first equation of 

system (1), we get x1
(1) = 0.5 Taking x3 = x4 = 0 and the current value of 

x1, we get  

 x2
(1) = 0.5 + (0.25) (0.5)  +0= 0.625  

form the second equation of system (1). Further, we take x4 = 0 and the 

current value of x1, we obtain  

 x3
(1) = 0.25 + (0.25) (0.5)  +0 = 0.375  

from the third equation of system (1). Now, using the current values of x2 

and x3, the fourth equation of system (1) gives       

x4
(1) = 0.25 + (0.25) (0.625) +(0.25) (0.375) = 0.5 

The Gauss-Seidel iterations for the given set of equations can be written 

as  

 x1
(r+1)  = 0.5 +0.25x2

(r) +0.25x3
(r) 

 x2
(r+1)  = 0.5 +0.25x1

(r+1) +0.25x4
(r)

 

 x3 (r+1) = 0.25 +0.25x1
(r+1) +0.25x4

(r)
 

 x4 (r+1)  = 0.25 +0.25x2 (r+1)+0.25x3
(r+1) 

Now, by Gauss-Seidel procedure, the second and subsequent 

approximations can be obtained and the sequence of the first four 

approximation are given as below:  
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Iteration     Variables 

Number (r)         x1  x2 x3   x4 

1 0.5 0.625 0.375 0.5 

2 0.75 0.8125 0.5625 0.5938 

3 0.8438 0.8594 0.60941 0.6172 

4 0.8672 0.8711 0.6211 0.6231 

 

7.5 SOLUTION OF A DIFFERENTIAL EQUATION  

 The solution of an ordinary differential equation means finding an 

explicit expression for y in terms of a finite number of elementary 

functions of x. 

 Let us consider the first order differential equation 

 dy/dx = f(x,y),  given   y(x0) = y0 ,   ---(1) 

to study the various numerical methods of solving such equations. In 

most of these methods, we replace the differential equation by a 

difference equation and then solve it. These methods yield solutions 

either as a power series in x from which the values of y can be found by 

direct substitution, or a set of values of x and y. The method of Taylor 

series belong to the former class of solutions. In this method, y in (1) is 

approximated by a truncated series, each terms of which is a function of 

x. The information about the curve at one point is utilized and the solution 

is not iterated. As such, these are referred to as single-step methods. The 

methods of Euler, Runga-Kutta, Milne, Adams-Bashforth etc. belong to 



MCA-305 150 
 

the latter class of solutions. In these methods, the next point on the curve 

is evaluated in short steps ahead, by performing iterations till sufficient 

accuracy is achieved. As such, these methods are called step-by-step 

methods. 

 Euler and Runga-Kutta methods are used for computing y over a 

limited range of x-values whereas Milne and Adams methods may be 

applied for finding y over a wider range of x-values. Therefore Milne and 

Adams methods require starting values which are found by Taylor series 

or Runga-Kutta methods. 

Initial and boundary conditions: 

 An ordinary differential equations of the nth order is of the form 

 F(x, y, dy/dx, d2y/dx2, ….,dny / dxn) = 0   (2) 

Its general solution contains n arbitrary constants and is of the form 

  φ(x,y, c1,c2, ……., cn) = 0      (3) 

To obtain its particular solution, n conditions must be given so that the 

constants c1,c2, ……., cn can be determined. If these conditions are 

prescribed at one point only (say x0) then the differential equation 

together with the conditions constitute an initial value problem of the nth 

order. If the conditions are prescribed at two or more points, then the 

problem is termed as boundary value problem.  

 In this lesson, we shall first describe methods for solving initial 

value problems and then explain finite difference method for solving 

boundary value problems. 
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7.6 TAYLOR’S SERIES METHOD 

 Consider the first order equation 

 ),( yxf
dx
dy

=         (1) 

Differentiating (1) we have  

 
dx
dy

y
f

x
f

dx
yd

∂
∂

+
∂
∂

=2

2

,    

i.e. , 'fffy yx
n +=        (2) 

 Differentiating this successively, we can get y′′′, yiv etc. Putting            

x = x0 and y = 0, the values of (y′)0, (y′′)0, (y′′′)0 can be obtained. Hence 

the Taylor’s series  

 y = y0+(x-x0)(y′)0+ 
!2

)( 2
0xx − (y′′)0 + 

!3
)( 3

0xx − (y′′′ )0 + .... (3) 

gives the values of y for every value of x for which (3) converges.  

 On finding the value y1 for x = x1 from (3), y′, y′′ etc. can be 

evaluated at x = x1 by means of (1), (2) etc. Then y can be expanded 

about x =x1. In this way, the solution can be extended beyond the range of 

convergence of series (3).  

Remarks: This is a single step method and works well so long as the 

successive derivatives can be calculated easily. It is useful for finding 

starting values for the application of powerful methods like Runga-Kutta, 

Milne and Adams-Bashforth.  

Example: Find by Taylor’s series method, the values of y at x = 0.1 and       

x = 0.2 to five places of decimals from dy/dx = x2y – 1, y(0) = 1.  
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Solution: 

 Here (y0) = 1.  

∴  Differentiating successively and substituting, we get 

 y′ = x2y – 1,   (y′)0  = –1 

 y′′ = 2xy + x2y′,  (y′′)0 = 0 

 y′′′ = 2y + 4xy′ + x2y′′,  (y′′′)0 = 2 

 yiv = 6y′  + 6xy′′ + x2y′′′, (yiv)0  = – 6, etc. 

Putting these values in the Taylor’s series, we have  

 y = 1+ x (-1) + .......)6(
!4

)2(
!3

)0(
!2

432

+−++
xxx  

    .......
43

1
43

+−+−=
xxx  

Hence  y (0.1) = 0.90033 and y(0.2) = 0.80227. 

Example: Apply Taylor’s method to obtain approximate value of y at       

x = 0.2 for the differential equation dy/dx = 2y + 3ex, y(0)  = 0. Compare 

the numerical solution obtained with the exact solution.   

Solution: 

 We have y′ = 2y + 3ex ;  y′ (0) = 2y (0) + 3e0 = 3.  

Differentiating successively and substituting x =0, y = 0 we get  

y′′ = 2y′+3ex ,  y′′(0)  = 2y′ (0) +3 =9 

 y′′′ = 2y′′+3ex,  y′′′(0)  = 2y′′(0) +3 =21   

 yiv = 2y′′′+3ex,  yiv(0)  = 2y′′′ (0) +3 =45 etc. 

Putting these values in the Taylor’s series, we have  
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 y (x) = y(0) + xy′ (0) + .......)0(
!4

)0("'
!3

)0("
!2

432

+++ ivyxyxyx   

         = 0 +3x .......
24
45

6
21

2
9 432 ++++ xxx  

                  = .......
8

15
2
7

2
93 432 ++++ xxxx  

Hence y (0.2) = 3 (0.2) + 4.5(0.2)2 +3.5 (0.2)3 + 1.875 (0.4)4 +..... 

    = 0.8110       (1) 

Now xey
dx
dy 32 =− is a Leibniz’s linear in x. Its I.F. being e-2x , the solution 

is  

 ye-2x  = ∫ 3ex    .e-2x dx + c = - 3e-x + c  

or  y = -3ex + ce2x 

Since y = 0 when x = 0, this implies c =3. Thus the exact solution is  

 y = 3 (e2x – ex)  

when x = 0.2, y = 3 (e0.4 – e0.2) = 0.8112    (2) 

Comparing (1) and (2) it is clear that (1) approximates to the exact value 

upto 3 decimal places. 

 

7.7 EULER’S METHOD 

 Consider the equation  

 .)(                 ),,( 0 oyxyyxf
dx
dy

==      (1) 
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The curve of solution through P(x0, y0) for this differential equation is 

shown in the following figure. Further, we want to find the ordinate of 

any other point Q on this curve 

 

 

 

 

 

 

 
Fig 7.1 

 Let us divide LM into n sub-intervals each of width h at L1, L2,...... 

so that h is quite small.  

 In the interval LL1, we approximate the curve by the tangent at P. If 

the ordinate through L1 meets this tangent in P1(x0+h,y1), then  

 y1 = L1P1=LP+R1P1 =  y0 + PR1 tanθ 

   = y0 + h 
Pdx

dy
⎟
⎠
⎞

⎜
⎝
⎛  = y0 + h f(x0,y0) 

 Let P1Q1 be the curve of solution of (1) through P1 and let its 

tangent at P1 meet the ordinate through L2 in P2(x0+2h,y2). Then  

 y2=y1+h(fx0+h,y1)       (2) 

Repeating this process n times, we finally reach on an approximation MPn 

of MQ given by  

 yn = yn-1 + hf(x0+ 1−n h, yn-1)  
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or yn+1 = yn+ hf(xn,yn), where xn = x0 + nh. 

This is Euler’s method of finding an approximate solution of (1).  

Example: Using Euler’s method, find an approximate value of y 

corresponding to x = 1, given that dy/dx = x + y and y= 1 when x = 0.  

Solution: 

 We take n = 10 and h = 0.1 which is sufficiently small. The various 

calculations are arranged as follows:  

x y x + y = dy/dx old y + 0.1 (dy/dx) = new y 

0.0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1.0 

1.00 

1.10 

1.22 

1.36 

1.53 

1.72 

1.94 

2.19 

2.48 

2.81 

3.18 

1.00 

1.20 

1.42 

1.66 

1.93 

2.22 

2.54 

2.89 

3.29 

3.71 

1.00+0.1(1.00)=1.10 

1.10+0.1(1.20)=1.22 

1.22+0.1(1.42)=1.36 

1.36+0.1(1.66)=1.53 

1.53+0.1(1.93)=1.72 

1.72+0.1(2.22)=1.94 

1.94+0.1(2.54)=2.19 

2.19+0.1(2.89)=2.48 

2.48+0.1(3.29)=2.81 

2.81+0.1(3.71)=3.18 

 

 

Thus the required approximate value of y = 3.18 

Example: Given 
xy
xy

dx
dy

+
−

=  with initial condition y = 1 at x = 0; find y for    

x = 0.1 by Euler’s method.  
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Solution:  

 We divide the interval (0, 0.1) into five steps, i.e., we take n = 5 

and h = 0.02. The various calculations are arranged as follows:  

x y dy/dx old y + 0.02 (dy/dx) = new y 

0.00 

0.02 

0.04 

0.06 

0.08 

0.10 

1.0000 

1.0200 

1.0392 

1.0577 

1.0756 

1.0928 

1.0000 

0.9615 

0.926 

0.893 

0.862 

1.0000+0.02(1.0000)=1.0200 

1.0200+0.02(0.9615)=1.0392 

1.0392+0.02(0.926)=1.0577 

1.0577+0.02(0.893)=1.0756 

1.0756+0.02(0.862)=1.0928 

 

Hence the required approximate value of y = 1.0928.  

 

7.8 RUNGE-KUTTA METHOD 

 The Taylor’s series method of solving differential equations 

numerically involved in finding the higher order derivatives. However 

there is a class of methods known as Runge Kutta methods which do not 

require the calculations of higher order derivatives and give greater 

accuracy. The Runge-Kutta formulae possess the advantage of requiring 

only the function values at some selected points.  

 

7.8.1 First order R-K method: 

From Euler’s method, we have  

 y1=y0+hf(x0, y0)= y0 +hy0′   [Q y′ = f(x,y)] 
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Expanding by Taylor’s series  

 y1=y(x0+h)= y0 +hy0′+ "
2 0

2

yh  +....... 

It follows that the Euler’s method agrees with the Taylor’s series solution 

upto the term in h.  

 Hence, Euler’s method is the Runge-Kutta method of the first 

order.  

 

7.8.2 Second order R-K method:  

The modified Euler’s method gives   

 y1=y+
2
h  [f(x0, y0)+ f(x0+h,y1)]     (1) 

Substituting y1 = y0 + +hf(x0, y0) on the right hand side of (1), we obtain  

 y1 = y0+ 2
h [f0+f(x0+h, y0+ hf0)],     (2) 

where  f0 = f(x0,y0). 

Expanding L.H.S. by Taylor’s series, we get  

 y1=y(x0+h)=y0 +  hy0′ + 
!2

2h  y0′′+ 
!3

3h y0′′′+.....  (3) 

Expanding f(x0+h, y0+hf0) by Taylor’s series for a function of two 

variables, (2) gives  

 y1= y0 + 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

+⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

++  )O(h      ),(
2

2

0
0

0
000 y

fhf
x
fhyxffh  

    = y0+
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+

⎪⎭

⎪
⎬
⎫

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

+
⎩
⎨
⎧

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

++  )O(h     
2
1 3

0
00

2
00 f

y
f

x
fhhfhf  
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    = y0 + hf0 + )('
2

3
0

2

hOfh
+       ⎥

⎦

⎤
⎢
⎣

⎡
∂
∂

+
∂
∂

=
y
ff

x
f

dx
yxdf ),(

Q  

y1 = y0 + hy0′ + )("
!2

3
0

2

hOyh
+      (4) 

Comparing (3) and (4), it follows that this method agrees with the 

Taylor’s series solution upto the term in h2 .  

The Runge-Kutta method of the second order is same as modified 

Euler’s method.  

∴ The second order Runge-Kutta formula is  

y1 = y0 + )(
2
1

21 kk + , where   

ki = hf (x0,y0)  

 k2 = hf(x0 + h,y0 + k1). 

Similarly, the third order Runge-Kutta formula is  

 y1 = y0 + )4(
6
1

321 kkk ++ , where    

 k1 = hf(x0, y0) 

 k2 = hf(x0 + )
2
1,

2
1

10 kyh +  

and k3 = hf(x0+h, y0 +k′), where    

 k′ = hf(x0+h, y0+k1). 

7.8.3 Fourth order R-K method :  

This method is most commonly used and working rule for finding the 

increment k of y corresponding to an increment h of  x by Runge-Kutta 

method for 
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 00 )(            ),,( yxyyxf
dx
dy

==  

is as follows: 

Calculate successively  

k1 = hf(x0, y0) 

 k2 = hf(x0 + )
2
1,

2
1

10 kyh + , 

 k3 = hf(x0 + )
2
1,

2
1

20 kyh + , 

       k4= hf(x0 + h, y0 +k3) 

Finally compute   k = 
6
1 (k1 + 2k2+ 2k3+k4) 

and y1 = y0 + k . 

Example:  Given ,1 2y
dx
dy

+=  where y = 0 when x = 0, find y(0.2), y(0.4) 

and y(0.6) using Runge-Kutta method.  

Solution: 

we take h = 0.2 with x0 = y0 =0, we obtain  

k1= 0.2,  

k2 = 0.2 (1.01) = 0.202,  

k3 = 0.2 (1+0.010201) = 0.20204,  

k4 = 0.2 (1+0.040820) = 0.20816,  

and  y(0.2) = 0 +
6
1 (k1+2k2+2k3+k4) 

           = 0.2027, which is correct to four decimal places.  
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To compute y (0.4), we take x0 = 0.2 y0 = 0.2027 and h = 0.2. With these 

values, we get  

k1= 0.2 [1+(0.2027)2] = 0.2082, 

k2 = 0.2 [1+(0.3068)2] = 0.2188, 

k3 = 0.2 [1+(0.3121)2] = 0.2195, 

k4 = 0.2 [1+(0.4222)2] = 0.2356, 

and   y(0.4) = 0.2027+0.2201 

   = 0.4228, correct to four decimal places.  

Finally, taking x0 = 0.4, y0 = 0.4228 and h = 0.2, and proceeding as above, 

we obtain y(0.6) = 0.6841.  

 

7.9 PREDICTOR-CORRECTOR METHODS  

 In the methods described so far, to solve a differential equation 

over a single interval, say from x = xn to x = xn+1, we require information 

only at the beginning of the interval, i.e., at x = xn. Predictor-corrector 

methods are methods which require function values at xn, xn-1, xn-2,...... for 

the computation of the function value at xn+1. A predictor formula is used 

to predict the value of y at xn+1 and then a corrector formula is used to 

improve the value of yn+1.  

 Here we describe two such methods: 

1. Milne’s method  

2. Adams-Bashforth method 
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7.9.1 Milne’s method: 

Given dy/dx = f(x,y) and y = y0, x = x0; to find an approximate 

value of y for x = x0 + nh by Milne’s method, we proceed as follows:  

 The value y0 = y(x0) being given, we compute 

 y1 = y(x0+h), y2 = (x0+2h), y3 = y (x0+3h),  

by Taylor’s series method.  

Next we calculate 

 f0 = f(x0, y0), f1 = f(x0 + h, y1), f2 = f(x0 + 2h, y2), f3 = f(x0 + 3h, y3) 

Then to find y4 = y(x0 +4h), we substitute Newton’s forward interpolation 

formula  

 f(x, y) = f0 + nΔf0 + 2
)1( −nn Δ2f0+ 

6
)2)(1( −− nnn Δ3f0+....... 

in the relation  

 y4 =  y0 + ∫
+ hx

x
dxyxf

4 

 

0

0

.),(  

Therefore 

y4 =  y0 + ∫
+

⎟
⎠
⎞

⎜
⎝
⎛ +Δ

−
+Δ+

hx

x
dxfnnfnf

4 

 0
2

00
0

0

..........
2

)1(  

       [put x = x0 +  nh, dx = hdn] 

          =   y0 + h ∫ ⎟
⎠
⎞

⎜
⎝
⎛ +Δ

−
+Δ+

4 

0 0
2

00 ..........
2

)1( dnfnnfnf  

 y4 = y0 +h ⎟
⎠
⎞

⎜
⎝
⎛ +Δ+Δ+Δ+ ..........

3
8

3
2084 0

3
0

2
00 ffff  

Neglecting fourth and higher order differences and expressing Δf0, Δ2f0 

and Δ3f0 in terms of the function values, we get  
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 y4 = y0 + )22(
3

4
321 fffh

+−  

which is called a ‘predictor’. 

Having found y4, we obtain a first approximation to  

 f4 = f(x0 + 4h, y4).  

Then a better value of y4 is found by Simpson’s rule as  

 y4 = y2 + )4(
3 432 fffh

++  

which is called a ‘corrector’.  

 Then an improved value of f4 is computed and again the corrector 

is applied to find a still better value of y4. We repeat this step until y4 

remains unchanged. 

Once y4 and f4 are obtained to desired degree of accuracy,          y5 

= y(x0 + 5h) is found from the predictor as  

 y5 = y1 + )242(
3

4
432 fffh

+−  

and f5 = f(x0 + 5h, y5) is calculated. Then a better approximation to the 

value of y5 is obtained from the corrector as  

 y5 = y3 + )4(
3 543 fffh

++ . 

We repeat this step till y5 becomes stationary and we, then proceed to 

calculate y6 as before.  

 This is Milne’s Predictor – Corrector method. 
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Example: Using Runge-Kutta method of order 4, find y for x = 0.1, 0.2, 

0.3 given that dy/dx = xy + y2, y(0) = 1. Find the solution at x = 0.4 using 

Milne’s method. 

Solution: 

We have  f(x,y) = xy +y2.  

To find y(0.1),  here x0 = 0, y0 =  1, h = 0.1.  

∴ k1 = h f(x0,y0) = (0.1) f(0,1) = 0.1000 

 k2 = h f(x0 + h
2
1 ,y0+ 12

1 k ) = (0.1) f(0.05,1.05) = 0.1155 

 k3 = h f(x0 + h
2
1 ,y0+ 22

1 k ) = (0.1) f(0.05,1.0577) = 0.1172 

 k4 = h f(x0+h ,y0+k3) = (0.1) f(0.1,1.1172) = 0.1360 

 k = 
6
1 (k1 + 2k2 +2k3 + k4) 

              = 
6
1 (0.1 + 0.231 + 0.2343 + 0.1360) = 0.1169 

Thus y(0.1) = y1 = y0 +k = 1.1169, 

To find y (0.2), here x1 = 0.1, y1 = 1.1169, h = 0.1.  

 k1= h f(x1, y1) = (0.1) f(0.1, 1.1169) = 0.1359  

 k2 = h f(x1+ h
2
1 , y1+ 12

1 k ) = (0.1) f(0.15,1.1848) = 0.1581 

 k3 = h f(x1+ h
2
1 , y1+ 22

1 k ) = (0.1) f(0.15,1.1959) = 0.1609 

 k4 = h f(x1+h, y1+ k3) = (0.1) f(0.2,1.2778) = 0.1888 

 k = 
6
1 (k1 + 2k2 +2k3 + k4) = 0.1605 
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Thus y(0.2) = y2 = y1 +k = 1.2773. 

To find y(0.3), here x2 = 0.2, y2 = 1.2773, h = 0.1.  

  k1= h f(x2, y2) = (0.1) f(0.2, 1.2773) = 0.1887  

 k2 = h f(x2+ h
2
1 , y2+ 12

1 k ) = (0.1) f(0.25,1.3716) = 0.2224 

 k3 = h f(x2+ h
2
1 , y2+ 22

1 k ) = (0.1) f(0.25,1.3885) = 0.2275 

 k4 = h f(x2+h, y2+ k3) = (0.1) f(0.3,1.5048) = 0.2716 

 k = 
6
1 (k1 + 2k2 +2k3 + k4) =0.2267 

Thus y(0.3) = y3 = y2 + k = 1.504. 

Now the starting values for the Milne’s method are   

 x0= 0.0  y0= 1.0000   f0= 1.0000 

 x1= 0.1  y1= 1.1169   f1= 1.3591 

 x2= 0.2  y2= 1.2773   f2= 1.8869 

 x3= 0.3  y3= 1.5049   f3= 2.7132 

Using the predictor,  

 y4 = y0 + )22(
3

4
321 fffh

+− . 

 x4 = 0.4   y4 = 1.8344  f4 = 4.0988 

and the corrector,  

 y4 = y2 + )4(
3 432 fffh

++   

 y4 = 1.2773 + ]098.4)7132.2(48869.1[
3
1.0

++  

     = 1.8386,     f4 = 4.1159 
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Again using the corrector,  

 y4 = 1.2773 + ])1159.4)7132.2(48869.1[
3
1.0

++  

     = 1.8391,     f4 = 4.1182   (1) 

Again using the corrector,  

 y4 = 1.2773 + ]1182.4)7132.2(48869.1[
3
1.0

++     

     = 1.8392 which is same as (1) 

Hence y (0.4) = 1.8392 

 

7.9.2 Adams –Bashforth method: 

Given ),( yxf
dx
dy

=  and y0 = y(x0), we compute  

 y-1= y(x0 – h),  y-2 = y(x0 –2h), y-3 = y(x0 – 3h),  

by Taylor’s series or Euler’s method or Rugne –Kutta method. Next we 

calculate 

f-1= f(x0 – h, y-1),  f-2 = f(x0 – 2h,  y-2),  f-3 =f(x0 – 3h, y-3). 

Then to find y1, we substitute Newton’s backward interpolation formula  

 f(x, y) =f0+ ......
6

)2)(1(
2

)1(
0

3
0

2 +∇
++

+∇
+

+∇ f
nnn

f
nn

fn o  

in y1 =  y0 + ∫
+hx

x
dxyxf0

0

 

 
.),(       (1) 

∴ y1 = y0 + ∫ ⎟
⎠
⎞

⎜
⎝
⎛ +∇

+
+∇+1

0

 

 0
2

00 .........
2

)1( 
x

x
dxfnnfnf  

      [put x = x0 +nh, dx = hdn] 
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  = y0 +h ∫ ⎟
⎠
⎞

⎜
⎝
⎛ +∇

+
+∇+

1 

0 0
2

00 ........
2

)1( dnfnnfnf  

  = y0 +h ⎟
⎠
⎞

⎜
⎝
⎛ +∇+∇+∇+ ........

8
3

12
5

2
1

0
2

0
2

00 ffff  

Neglecting fourth and higher order differences and expressing 

,0f∇   and 0
3

0
2 ff ∇∇ in terms of function values, we get  

y1= y0 + )9375955(
24 3210 −−− −+− ffffh     (2) 

This is called Adams-Bashforth predictor formula. Having found y1, we 

find f1 = f(x0+h1, y1). Then to find a better value of y1, we derive a 

corrector formula by substituting Newton’s backward formula at f1 , i.e., 

 f(x,y) = f1+n ......
6

)2)(1(
2

)1(
1

3
1

2
1 +∇

++
+∇

+
+∇ fnnnfnnf  in (1).  

∴ y1 = y0 + ∫ ⎟
⎠
⎞

⎜
⎝
⎛ +∇

+
+∇+1

0

 

 1
2

11 .........
2

)1( 
x

x
dxfnnfnf  

      [put x = x1 +nh, dx = h dn] 

    = y0 +h ∫−
⎟
⎠
⎞

⎜
⎝
⎛ +∇

+
+∇+

0 

1 1
2

11 ........
2

)1( dnfnnfnf  

or y1 = y0 +h ⎟
⎠
⎞

⎜
⎝
⎛ −∇−∇−∇− ........

24
1

12
1

2
1

1
2

1
2

11 ffff  

Neglecting fourth and higher order differences and expressing 

1
3

1
2

1  and  , fff ∇∇∇ in terms of function values, we obtain  

 y1= y0 + )5199(
24 2101 −− +−+ ffffh      (3) 

which is called Adams-Moulton corrector formula.  
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 Then an improved value of f1 is calculated and again the corrector 

(3) is applied to find a still better value y1. This step is repeated till y1 

remains unchanged and then we proceed to calculate y2 as above.  

Example  Given )1(2 yx
dx
dy

+=  and y(1) = 1, y(1.1) = 1.233, y(1.2) = 

1.548,  y(1.3) = 1.979, evaluate y(1.4) by Adams-Bashforth method.  

Solution: 

Here  f(x, y) = x2(1+y).   

Starting values of the Adams-Bashforth method with h = 0.1 are  

 x = 1.0,  y-3 = 1.000,    f-3 = (1.0)2 (1+1.000) = 2.000 

 x = 1.1,   y-2 = 1.233,     f-2 = 2.702 

 x = 1.2,  y-1 = 1.548,     f-2 = 3.669 

x = 1.3,    y0 = 1.979,      f0 = 5.035 

Using the predictor,  

 y1= y0 + )9375955(
24 3210 −−− −+− ffffh   

 x = 1.4,  y1 = 2.573,  f1 = 7.004 

Using the corrector,  

 y1 = y0 + )5199(
24 2101 −− +−+ ffffh   

y1 = 1.979 + )702.2669.35035.519004.79(
24

1.0
+×−×+×  

     = 2.575 

Hence  y(1.4) = 2.575. 
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7.10 SELF ASSESSMENT QUESTIONS 

1. Solve the equations x + 4y – z = -5; x + y –6 z = -12; 

 3x - y – z = 4, by using Gauss elimination method. 

2. Solve the following by Gauss – Seidel iteration method: 

(i) 2x + y + 6z = 9; 8x + 3y + 22 = 13; x + 5y + z = 7 

(ii) 5x + 2y + z = 12; x + 4y + 22 = 15; x + 2y + 5z = 

20 

3. Using Taylor’s series method, evaluate y(0.1) if y(x) 

satisfies 

1+= xy
dx
dy , y(0) = 1 

4. Given 

xy
xy

dx
dy

+
−

= , with y(0) = 1, 

 find y for x = 0.1 

5. Apply Runge – Kutta method to find an approximate value 

of y for x = 0.2 in steps of 0.1, if 

2yx
dx
dy

+= , where y(0) = 1. 

6. Apply Milne’s method to find a solution of the differential 

equation 

2yx
dx
dy

−= , 

  in the range 0 < x < 1 for y = 0 at x = 0. 

 



MCA-305 169 
 

 Answers: (1) x = 117/71, y = -81/71, z = 148/71 

   (2) (i) x = 1, y = 1, z = 1 (ii) x = 1, y = 2, z = 

3 

   (3) 1.1053425   (4) 1.0928 

   (5) 1.2736   (6) 0.4555 

 

Reference Books 

17. Computer Oriented Numeical Methods, V. Rajaraman, PHI. 

18. Introductory Methods of Numerical Analysis, S.S. Sastry, 

PHI. 

19. Numerical Methods for Scientific and Engineering 

Computation, M.K.Jain, S.R.Lyenger, R.K.Jain, Wiley Eastern 

Limited. 

20. Numerical Methods with Programs in C, T. Veerarajan, T. 

Ramachandarn., Tata McGraw Hill. 
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Statistical Methods 
 

STRUCTURE 

8.0 Objective 

8.1 Introduction 

8.2 Definitions 

8.3 Some Important Concepts 

8.4 Degree of Freedom 

8.5 Student’s t – Distribution 

 8.5.1 t – Test for Single Mean 

 8.5.2 t – Test for Difference of Two Small Samples  

8.6 Chi – square ( 2χ ) Test 

 8.6.1 2χ - Test of Goodness of Fit 

8.7 Self Assessment Questions 

 

8.0 OBJECTIVE 

 The objective of this lesson is to describe some statistical terms 

and methods, which are useful in statistical inferences. This is done 

through sampling theory, which aims at gathering the maximum 

information about the population with the minimum efforts, cost and 
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time. The logic of the sampling theory is the logic of induction in which 

we pass from a particular (sample) to general (population). 

 

8.1 INTRODUCTION 

 Statistics deals with the methods for collection, classification and 

analysis of numerical data for drawing valid conclusions and making 

reasonable decisions. It has meaningful applications in production 

engineering. For example, if an agronomist has to decide on the basis of 

experiments whether one kind of fertilizer produces a higher yield of 

soyabean than another and , if an engineer has to decide on the basis of 

sample data whether the true average lifetime of a certain kind of tire is at 

least 40,000 kilometers. All such problems can be translated into the 

language of statistical tests of hypothesis to make the decisions/ 

inferences. 

 

8.2 DEFINITIONS 
Population: Population or universe is the collection or aggregate of the       objects. 

Populations are of four different types,  

a) Finite population: A population containing finite number of objects or 

individuals is called a finite population, e.g., number of books in a library, 

Number of Students in a university.  

b) Infinite population: A population containing infinite objects or individuals is 

called an infinite population, e.g., population of fish in a sea, population of 

points in a plane.  

c) Existent population: A population of real objects is known as existent 
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population, e.g., the population of balls, trees, etc.  

d) Hypothetical population: An aggregate of imaginary objects is called 

hypothetical population, e.g.,  if a die is thrown a number of times and 

outcomes are recorded. The set of results gives a hypothetical population.  

Sample and Sampling: 

 It is a part of population selected for specified investigation of population. The 

process of drawing a sample is called sampling. The number of individuals taken in a 

sample is called sample size. The fundamental object of sampling is to furnish the 

maximum information about the parent population.  

Parameter and Statistics: 

 The statistical constants of the population such as mean (μ), standard 

deviation (σ) etc. are called parameters. Constants for the sample drawn from given 

population such as mean ( x ), standard deviation (s) etc. are called the statistics.  

Sampling Distribution: 

Suppose we draw a sample of size n from a given population of size N, then the total 

numbers of possible samples that can be drawn are 

 )(
)!(!

! sayk
nNn

NCn
N =

−
= . 

For each such k samples, we can calculate statistic such as mean x , the variance s2, 

etc.  

Sample No. Statistic 

t  x        s2 

1 
2 
. 
. 
k 

t1        1x        2
1s  

t2        2x        2
2s  

.          .          . 

.          .          . 
tk        kx         2

ks  
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The set of the values of the statistics so obtained, one for each sample constituent, the 

sampling distribution of the statistic, i.e., the values        (t1, t2, t3, ……tk,) determines 

the sampling distribution of the statistic t. The mean and variance of the sampling 

distribution of the statistic t are given by  

 ( ) ∑
=

=+++=
k

i
ik t

k
ttt

k
t

1
21

1.....1  

 var (t)  =   ∑
=

−=−++−+−
k

i
ik tt

k
tttttt

k 1

222
2

2
1 )(1])(.....)()[(1  

Standard Error and Precision: 

The standard deviation of the sampling distribution of a statistic is known 

as standard error of that statistic. The S.E. of statistic ‘t’ is  

 S.E. (t) = ∑ − 2)(1 tt
k

 

The standard error is used to find the discrepancy between the observed 

and expected value of statistic. Precision is the reciprocal of standard 

error.  
Remark: If sample size n > 30 then it is called large otherwise small. The sampling 

distribution of large samples is supposed to be normal.  

 Standard errors of some well known statistics are listed below: 

No. Statistics Standard error  

1. x  
n

σ  

2. S 

n2

2σ  

3. Difference of two sample means x 1  - x 2 

2

2
2

1

2
1

nn
σσ

+  
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4. Difference of two sample  S.D. S1-S2 

2

2
2

1

2
1

22 nn
σσ

+  

5. Difference of two sample proportions p1 – p2 

2

22

1

11

n
QP

n
QP

+  

6 Observed sample proportion p 

n
PQ

 

Where n - sample size; σ2 - population variance; s2 - sample variance;       p-

population proportion; Q = 1 – p; n1, n2 are sizes of two independent random sample.  

 

8.3 SOME IMPORTANT CONCEPTS 
i.  Testing of Hypothesis: To make the decision about the population on the basis of 

sample drawn from population, we consider some assumptions about the population 

involved which may or may not be true. The assumptions are called statistical 

hypothesis. By testing a hypothesis we mean a method, which decides whether to 

accept or reject the hypothesis. In these methods, we assume that the hypothesis is 

correct and then compute the probability of getting the observed sample. If this 

probability is less than a certain pre assigned value then the hypothesis is rejected. 

ii.  Test of Significance: It is a procedure which enables us to decide on the basis of 

results of sample whether the deviation between the observed sample statistic and 

hypothetical parameter value is significant or not; or the deviation between two 

sample statistic is significant or not. For applying such procedure, we first set up a 

hypothesis which is definite statement about the population parameter called null 

hypothesis, which we have discussed below.  

iii.  Null Hypothesis: Null hypothesis is the hypothesis of no difference which is 

usually denoted by H0, e.g., if a psychologist whishes to test whether or not a  certain 

class of people have mean I.Q. higher than 50 then null hypothesis will be H0 : μ = 50 

or if he is interested in testing the differences between the mean I.Q. of two groups, 
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then null hypothesis will be that the two groups have equal mean, i.e. H0 : μ1 = μ2 .  

iv. Alternative Hypothesis: A hypothesis complementary to null hypothesis is called 

alternative hypothesis and is denoted by H1, for example, if we wish to test the null 

hypothesis that population has specified mean μ0(say), i.e.H0:  μ = μ0  (null 

hypothesis), then alternative hypothesis could be  

a) H1: μ≠ μ0 , i.e., μ > μ0 or μ < μ0 (two tailed alternative hypothesis) 

b) H1 : μ < μo  (left tailed-alternative hypothesis or single tailed) 

c) H1 :μ > μo (right tailed-alternative hypothesis or single tailed) 

v.  Errors: There are two types of errors in testing of hypothesis. 

a) Type I error:  When hypothesis is true but our test rejects it.  

b)  Type II error: When hypothesis is false but our test accepts it.  

  These both types of errors can be reduced by increasing the 

  sample size, if possible.  

vi.  Level of Significance: The probability level below which we reject 

the hypothesis is known as level of significance. The region in which a 

sample value falling is rejected, is known as critical region or region of 

rejection.  

vii.  Critical Value or Significant Value: The value of test statistic 

which separate the critical region and acceptance region is called the 

critical value or significant value, its value depends upon the level of 

significant used and the alternative hypothesis whether it is one tailed or 

two tailed.  

 

8.4    DEGREE OF FREEDOM 
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 The degrees of freedom is the number of independent observations or it is the number of observations (n) minus 
number of constraints (k)  

 v= n – k  

Suppose we have to find four numbers whose sum is 50, i.e., x1 + x2 +x3 +x4 = 50 

(say). We can assign any values to three of the variables and fourth one is fixed by 

virtue of total being 50, and is equal to 50 minus the sum of three numbers selected. 

Thus, although we were to choose any four numbers, but we have chosen only three. 

Our choice is reduced by one because of one condition placed in data, i.e., total being 

50. Thus, there is one constraint on our freedom. Therefore, the degree of freedom 

will be three.  

 

8.5 STUDENT’S t-DISTRIBUTION 

 Let a small sample of size n be drawn from a normal population with mean μ 

and S.D. σ . Then student t is defined by the statistic 

 t =
1/ −

−
ns

x μ  

where x  = ∑
=

n

i
ix

n 1

1 is sample mean, and s2 = ∑
=

−
n

i
i xx

n 1

2)(1 is sample variance.  

 It follows student’s t-distribution with v(= n-1) degree of freedom and 

probability density function (p.d.f.) is  

      -                                   ;

.1

1.

2
,

2
1

1

2
12

∞<<∞

⎥
⎦

⎤
⎢
⎣

⎡
+⎟

⎠
⎞

⎜
⎝
⎛ ⎟

⎠
⎞

⎜
⎝
⎛ +

t

v
tvBv

v
 

Remark : A statistic ‘t’ following students t- distribution with n degree of freedom is 

denoted as t~tn  

The t-table: The t-table is the probability integral of t-distribution. The t-distribution 

has a different value for each degree of freedom and when degrees of freedom are 

infinitely large, the t-distribution is equivalent to normal distribution and probabilities 
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in normal distribution tables are applicable.  

Critical value of t: The critical or significant values of t at level of significance 

α and degree of freedom v for two tailed test are given by  

 P[t > tv (α )] = α  

 P[t ≤  tv (α )] = 1 - α   

The significant values of t at level of significance ‘α ’ for a single tailed test can be 

obtained from the two-tailed test by looking the values at level of significance ‘2α ’.  

For example: 
 t8 (0.05) for single tail test = t8 (0.10) for two tail test = 1.86 

 

Applications of t-distribution  

1. To test if the sample mean ( x ) differs significantly from the 

 hypothetical value μ of the population mean.  

2.  To test the significance of the difference between two sample  means.  

3. To test the significance of observed partial and multiple correlation 

 coefficients.  

8.5.1 t -Test for Single Mean: 

 To test whether the mean of sample, drawn from a normal population, 

deviates significantly from the hypothetical value μ, of population mean when S.D. of 

population is unknown.  

 Under the null hypothesis H0: There is no significant difference between the 

sample mean x  and population mean μ, the test statistic  

  t = 
1/ −

−

ns
x μ  

where  x   =  ∑
=

n

i
ix

n 1

1  and  s2  = 
2

1

)(1 ∑
=

−
n

i
i xx

n
  

follows student’s t-distribution with (n-1) degree of freedom (d.f.)  
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 At given level of significance α and d.f. (n-1), we refer to t- table. If 

calculated | t | > tabulated tα, null hypothesis is rejected, and if calculated | t | < 

tabulated tα, then H0 is accepted.  

Confidential limits of population mean: 

 If tα is tabulated value of t at level of significance α, and (n - 1) degree of 

freedom. Then for acceptance of null hypothesis H0 

 α
μ t

ns
x

<
−

−
1/

 

⇒  x  - tαs/ 1−n < μ < x  + tαs/ 1−n  

95% confidence limits are x  + t0.05 s/ 1−n  

99% confidence limits are x  + t0.01 s/ 1−n  

 

Example:  A sample of a 20 item has mean 42 units and S.D. 5 units. 

Test the hypothesis that it is a random sample from a normal population 

with mean 45 units?  
Solution: Null hypothesis H0: there is no significant difference between the sample 

mean and population mean, i.e., μ = 45 

Alternative hypothesis H1: μ ≠ 45(two tailed)  

Here n = 20, x  = 42, s = 5; v = 19 d.f.  

Test statistic is  

 t = 
1/2 −

−

ns

x μ  = 615.2
19/25
4542

−=
−  

 | t | = 2.615 

The tabulated value of t at 5% level of significance for 19 d.f. is            t0.05 = 2.09.  

Conclusion: Since | t | > t0.05 then hypothesis is rejected. There is a significant 
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difference between the sample mean and population, i.e. the sample could not have 

come from this population.  

Example: A random sample of 10 boys had the following I.Q. 70, 120, 110, 101, 88, 

83, 95, 98, 107, 100 

 Do these data support the assumption of a population mean I.Q. of 100 (at 5% 

level of significance)  

Solution: Null hypothesis H0: The data is consistent with the assumption of a mean 

I.Q. of 100 in population, i.e.μ = 100  

 H1: μ ≠ 100 (two tailed)  

Under H0, the test statistic is  

 t = 
1/2 −

−

ns
x μ  ~ tn-1   

 

x   x - x     (x - x )2   

70  -27.2   739.84 n = 10, x  = 2.97
10
972

=  

120  22.8   519.84 s2 = ∑ − 2)(1 xx
n i   

110  12.8   163.84     =  360.183
10

60.1833
=  

101  3.8   14.44  | t | = 62.0
9/34.183

|1002.97|
=

−  

88  -9.2   84.64 

83  -14.2   201.64 

95  -2.2   4.84 

98  0.8   0.64 

107  9.8   96.04 

100  2.8   7.84 
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972     1833.60 

 

Tabulated t0.05 for (10-1) i.e. 9 d.f. for two tailed test is 2.262. 

Conclusion: Since | t | < t0.05 for 9 d.f., H0 is accepted at 5% level of 

significance, i.e., the data is consistent with assumption of mean I.Q. of 

100 in the population  
 

8.5.2 t – Test for Difference of Means of Two Small Samples: 

 Suppose two independent samples xi (i = 1, ........ n1) and yj (j =  1,2,....n2) of 

sizes n1 and n2 have been drawn from two normal populations with mean μ1 and μ2 

respectively.  

 Under the null hypothesis (H0), the samples have been drawn from the normal 

populations with mean μ1 and μ2 and under the assumption that the population 

variance are equal, i.e. σ1
2 = σ2

2 = σ2 (say), the test statistic is  

 t = 

21

11
nn

s

yx

+

−  ~ ( )221 −+nnt  

where x  =  ∑∑
=−

=
21

1211

1   ,1 n

j
j

n

i
i y

n
yx

n
 

and S2= ⎥
⎦

⎤
⎢
⎣

⎡
−+−

−+ ∑ ∑
i j

j yyxx
nn

22
1

21

)()(
2

1  

Note: 1. If two sample standard deviations s1 and s2 are given then  

  S2 = 
221

2
22

2
11

−+
+
nn

snsn
 

 2.  If n1 =  n2 = n (say) and  the two samples are not independent but sample 

observations are paired  together, i.e., pair of observation (xi, yi),  (i =  1,2, 



MCA-305 181 
 

......., n) corresponds to same (ith) sample unit, then t is defined as  

  t = 
1/ −ns

d , where   

 ∑
=

=
n

i
id

n
d

1

1  and s2 = ∑
=

−
n

i
i dd

n 1

2)(1 and d1 = x1 – y1 (i = 1, 2, ......n), 

 follows students t-distribution with  (n – 1) d.f.  

Example: The sample of sodium vapour bulbs were tested for length of life and 

following results were got:  

    Size    Sample Mean   Sample S.D.  

 Type I    8    1234 hrs.    36 hrs.  

 Type II   7    1036 hrs.    40 hrs.  

Is the difference in the means significant to generalise that type I is superior to type II 

regarding length of life.  

Solution:   

 H0: μ1 = μ2, i.e., two type of bulbs have same life time  

 H1:   μ1> μ2: Type I is superior to type II  

 S2 = 
221

2
22

2
11

−+
+
nn

snsn
= 

278
)40(7)36(8 22

−+
+×  = 1659.076 

∴ S = 40.7317  

test statistic under null hypothesis is  

 t = 

21

11
nn

S

yx

+

− = 

7
1

8
17317.40

3611234

+

−−  

        = 18.1480  

t0.05 at d.f. 13 is 1.77  

Conclusion: Since calculated | t | > t0.05, H0 is rejected, i.e., H1 is accepted  

∴ Type I is superior to Type II. 
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Example: The mean of two random samples of sizes 9 and 7 are 196.42 and 198.82 

respectively. The sum of the squares of the deviations from the mean, are 26.94 and 

18.73 respectively. Can the sample be considered to have been drawn from the same 

normal population?  

Solution:  Null hypothesis H0: μ1 = μ2, i.e., the sample are drawn form same 

population.  

Alternative hypothesis H1: μ1 ≠ μ2 (two tailed) 

Given  n1 = 9, n2 = 7, x  = 196.42, y  = 198.82 

 2)( xxi
i

−∑ = 26.94,  ∑ −
j

j yy 2)( = 18.73, 

under null hypothesis test statistic is  

  t = 

21

11
nn

S

yx

+

−  ~ t ( )221 −+nn   , 

where  

 S2 = ⎥
⎦

⎤
⎢
⎣

⎡
−+−

−+ ∑ ∑
i j

ji yyxx
nn

22

21

)()(
2

1  

 S2 = 262.3]73.1894.26[
14
1

=+  

 S = 1.806 

 t = 55.10

7
1

9
1806.1

82.19842.196
−=

+

−  

t0.05 at d.f. 14 is 2.15 (two tailed )  

Conclusion: Since Calculated | t | > t0.05, H0 is rejected at 5% level of significance, 

i.e., samples are not supposed to be drawn from same normal population.  
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8.6 CHI-SQUARE ( 2χ ) TEST 

 When a coin is tossed 100 times, the theoretical considerations lead us to 

expect 100 heads and 100 tails. But this never happens in practice. The quantity 2χ (a 

Greek letter) describes the magnitude of discrepancy between theory and observation.  

If 2χ  = 0, the observed and theoretical frequencies completely agrees. As the value of 
2χ  increases, the discrepancy between the observed and theoretical frequencies 

increases. If O1, O2, …….,On be a set of observed (experimental) frequencies and E1, 

E2, ....., En be set of expected (theoretical) frequencies, then 2χ  is defined as  

 2χ  = ∑
=

−
=

−
++

−
+

− n

i i

ii

n

nn

E
EO

E
EO

E
EO

E
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1

22

2

2
22

1

2
11 )()(

....)()(  

with (n-1) degrees of freedom, where ∑Oi = ∑Ei =  N (total frequency)  

Chi-Square Distribution:  

 For large sample sizes the probability distribution of 2χ  can be closely 

approximated by continuous curve known as Chi-square distribution. The probability 

density function of 2χ  distribution is given by  

 

 

 

 

 

 

 

 

 

 
Fig. 8.1 
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 f( 2χ ) = ,0;)(
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where e = 2.71828, v = number of degree of freedom  

The 2χ - distribution has only one parameter v, the number of degree of freedom.  

Remark  : For v > 30, the 2χ  - curve approximates to normal curve and we should 

refer to normal distribution table for significant value of 2χ .  

 

8.6.1 2χ -Test of Goodness of Fit:  

 The value of 2χ  is used to test whether the deviations of the observed 

frequencies from the expected frequencies are significant or not. It is also used to test, 

how a set of observation will fit a given distribution. Therefore, 2χ  provides a test of 

goodness of fit and may be used to examine the validity of some hypothesis about an 

observed frequency distribution. If the calculated value of 2χ  is less than tabulated 

value at a specified level of significance, the fit is considered to be good. If the 

calculated value of 2χ  is greater than the tabulated value, the fit is considered to be 

poor.  

 

Conditions for applying 2χ - test: 

1. N, total number of frequencies should be large, we may say N  should be 

at least 50.  

2. No theoretical cell-frequency should be very small: Cell frequency  5 

should be regarded as the very small and 10 is better. If small  theoretical 

frequencies occurs (i.e., < 10), the difficulty is  overcome by grouping two or 

more classes together before  calculating (O – E). Also remember that number of 

degree of  freedom is determined with the number of classes after  regrouping.  
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Example: 200 digits are chosen at random from a set of table. The frequencies of 

digits are as follows: 

Digit    0 1 2 3 4 5 6 7 8 9 

Frequency 18 19 23 21 16 25 22 20 21 15 

use x2- test to assess the correctness of hypothesis that digits were distributed in equal 

number in tables from which  they are chosen.  

Solution:  Null hypothesis H0: the digits chosen occurs in equal frequency under 

H0, the expected frequency is given by 
10
200  = 20. To find the value of 2χ   

Oi  18 19 23 21 16 25 22 20 21 15 

Ei   20 20 20 20 20 20 20 20 20 20 

(Oi-Ei)  4 1 9 1 16 25 4 0 1 25 

i

ii

E
EO 2)( −

 0.20 0.05 0.45 0.05 0.8 1.25 0.20 0.0   0.05    1.25 

 3.4
)( 2

=
−∑

i i

ii

E
EO

 

 v = 10 – 1 = 9, for v =9, 2χ 0.05 = 16.22 

Conclusion:  The tabulated value of 2χ  at 5% level of signification for 9 d.f is 

greater than calculated 2χ . Therefore H0 is accepted, i.e., digits chosen occurs in 

equal frequency. 

Example: The following table gives the number of aircraft accidents that occurs 

during various days of the week. Find whether the accidents are uniformly distributed 

over the week.  

Days    :  Sun  Mon.  Tue  Wed.      Thurs. Fri.  Sat. 

No. of accidents  :    14   16   8          12            11        9           14  

Solution:  Null hypothesis H0 : accidents are uniformly distributed over the week. 
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Under the null hypothesis, the expected frequencies of accidents on each of day would 

be 
7

84 =12 

Observed frequency Oi = 14 16 8 12 11 9 14  

Expected frequency Ei =  12 12 12 12 12 12 12 

 2χ = 
12

)1212(
12

)128(
12

)1216(
12

)1214()( 22222 −
+

−
+

−
+

−
=

−∑
i i

ii

E
EO  

       +
12

)1214(
12

)129(
12

)1211( 222 −
+

−
+

−  

    = )491016164(
12
1

++++++  = 4.17 

 v = 7 – 1 = 6; for v = 6, 2χ 0.05 = 12.59 

Conclusion: The tabulated value of 2χ 0.05 for 6 d.f. is much higher than calculated 
2χ . Therefore we accept the null hypothesis, i.e., accidents are uniformly distributed 

over the week. 

Example:   A set of 5 coins is tossed 32,00 times ad the number of heads 

appearing each time is noted. The results are given below 

No. of heads: 0 1 2 3 4 5  

Frequency:  80 570 1100 900 500 50 

Test the hypothesis that coins are unbiased.  

Solution:  Let us take the null hypothesis that the coins are unbiased. Then    p = 

q = ,
2
1 where p is probability of success, i.e., getting a head and q is probability of 

failure 

 Now we shall use binomial distribution to calculate theoretical frequencies 

given by  

 f(r) = N x p(r)  where p(r) =ncr pr qn-r, r = 0, 1,2, .....,5  
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 f(0) = 3200 x p(0) =3200 x 5C0 100
2
1

2
1 50

=⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛  

 f(1) = 3200 x p(1) =3200 x 5C1 500
2
1

2
1 41

=⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛  

 f(2) = 3200 x p(2) =3200 x 5C2 1000
2
1

2
1 32

=⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛  

 f(3) = 3200 x p(3) =3200 x 5C3 1000
2
1

2
1 23

=⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛  

 f(4) = 3200 x p(4) =3200 x 5C4 500
2
1

2
1 14

=⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛  

 f(5) = 3200 x p(5) =3200 x 5C5 100
2
1

2
1 05

=⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛  

calculation for χ2  

Observed     Expected          (O-E)2  (O-E)2/E 
frequency    frequency 

(0)       (E)     

80  100 400 4.00 

570  500 4900 9.80 

1100  1000 10,000 10.00 

900  1000 10,000 10.00 

500  500 0 0.00 

50  100 2500 25.00 

 χ2 = 80.58
)( 2

=
−∑

i

ii

E
EO

 

  v = n – 1 = 6 – 1 = 5. 

 For v = 5, χ2
0.05 = 11.07.  

Conclusion: the calculated value of χ2 is much greater than tabulated χ2 at 5% level 



MCA-305 188 
 

of significance for 5 d.f. Hence the hypothesis is rejected. We, therefore, conclude 

that the coins are biased. 

 

8.7 SELF ASSESSMENT QUESTIONS 

1. Eight item of samples have the following values: -4, -2, -2, 0, 2, 2, 3, 3. 

Test, if the sample belongs to the universe whose mean is zero. 

2. A certain stimulus administered to each of the 12 patients resulted in 

the following increase of blood pressure: 

5, 2, 8, -1, 3, 0, -2, 1, 5, 0, 4 and 6 

Can it be concluded that the stimulus will increase the blood pressure. 

3. The height of six randomly chosen sailors are in inches are 63, 65, 68, 

69, 71 and 72. Those of nine randomly chosen soldiers are 61, 62, 65, 

66, 69, 70, 71, 72 and 73. Test whether the sailors are on the average 

taller than soldiers. 

4. Genetic theory states that children having one parent of blood type M 

and other of blood type N will always be one of three types M, MN, N 

and that the proportion of three types will on an average be 1:2:1. A 

report states that out of 300 children having one M parent and one N 

parent, 30% were found to be of type M, 45% of type MN and the 

remainder of type N. Test the hypothesis by χ2-test. 

 

Answers: (1) Yes (2) Yes (3) No (4) Correct 

 

 Reference Books 

1. “Fundamentals of Statistics”, S.C. Gupta , V.K. Kapoor, Sultan Chand & 

Sons.  
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Objective: 

Objective of this lesson is to define: i)Analysis of 

Variance(ANOVA) and its applications in statistics; and  ii) Time 

series analysis: concept of time series, components of time series, 

and methods for measurement of trends and its advantages and 

disadvantages. 

 

Structure 

9.1 Analysis of Variance(ANOVA) 

               9.1.1 Introduction 

               9.1.2 Assumptions for ANOVA 

               9.1.3  Cochran’s Theorem    

               9.1.4  Anova of One-way data classification 

               9.1.5  Anova of Two-way data classification 

               9.1.6 Test your self 

9.2 Time series analysis 

                9.2.1 Introduction 

                9.2.2  Components of time series 

                9.2.3 Methods for Measurement of Trends 

               9.2.4. Test your self 

Paper Code : MCA 305                     Author : Dr. Pradeep Bhatia 
Lesson No.  :  09                                   Vetter  :  Prof. Kuldip Bansal 

 
Analysis of Variance and Time Series 



MCA-305 190 
 

 

 

 

 

9.1 Analysis of Variance(ANOVA) 

9.1.1 Introduction 

The ANOVA is a powerful statistical tool for test of significance. The test 

of significance based upon t-distribution or F-distribution is a sufficient 

procedure only for testing the significance of difference between two 

sample means. But in situations when we have more than two samples to 

consider at a time, an alternative procedure i.e. ANOVA is needed for 

testing the hypothesis that all the samples have been drawn from the same 

population. ANOVA is a method of splitting corresponds to various 

sources variation for testing the difference between different groups of 

data. 

9.1.2 Assumptions for validity of F test in ANOVA 

 The observations are independent. 

 Sample is drawn from normal population. 

 Various treatments and environments are additive in nature. 

9.1.3 Cochran’s Theorem 

This theorem has fundamental importance in analysis of variance. 

Statement 

Let X1, X2,X3,X4……..,Xn denote a random sample from normal 

population N(0, σ2 ). Let the sum of the squares of these values be written 

in the form  

                    ∑
=

n

1i
2i

X  =Q1 + Q2 + Q3+ Q4 +     ……. + Qk 



MCA-305 191 
 

where Qj is a quadratic form in X1, X2,X3,X4……..,Xn  with rank rj, j=1,2, 

…..k. Then the random variables Q1, Q2, Q3, Q4, ……Qk mutually 

independent and Qj/σ2   is 2χ    variate with rj degree of freedom if and 

only if      

      ∑
=

k

1j
jr  =n 

 

9.1.4 ANOVA of one way classified of data 

Let there be n observations divided into k classes A1, A2,A3,A4, 

………..Ak of sizes n1, n2, n3, n4………….,nk respectively. Let yij denotes 

the jth observation in the ith class, where  

                        i= 1,2,3,4………., k 

                        j= 1,2,3,4………..., ni  

Classes 

A1 A2   Ak 

y11  y12    y1k  

y12  y 22    y k2  

     

     

     

y
11n  y

22n    y
k1kn  

T10 T20   Tk0 

 

The total variation in the observations yij can be split into two components 

as follows: 
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i) The variation between classes: It is due to assignable classes which 

can be detected and controlled. 

Example : Suppose we apply three types of fertilizers to four types of 

plots. First type of fertilizer in 4 plots, second type of fertilizer in 3 plots, 

and third type of fertilizer in 4 plots. The variation in the yields from the 

plots receiving the same treatment(fertilizers) is the variation within 

classes. The variation due to three different treatments is variation 

between classes.  

ii) The variation within classes: It is due to chance, which is beyond the 

control of human control. 

Here, we test the null hypothesis:  

H0:  Classifying factors have no effect on the value of variant. 

The computational procedure for analysis of one-way classified data is as 

follows: 

1. Calculate the total for each class: T10, T20, ………Tk0 

2. Calculate the grand total : T00= ∑∑
= =

k

1i

n

1j
ij

i

y
n
1  

3. Calculate the raw SS =∑∑
= =

k

1i

n

1j
ij

2
i

y  

4. Calculate ( )∑
i

2
i0

n
T  

5. Calculate the correction factor(CF)= 
n

T 2
00  

6. Total SS =Raw SS –Correction factor 

7. Sum of squares due to classes(between classes) SSA = ( )∑
=

k

1i i

2
i0

n
T  -  

CF    
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8. Sum of squares due to errors(within classes) SSE= Total SS - SSA 
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ANOVA Table for One-way classified data 

If Fcal > Ftab with (k-1,n-k) d.f. at a specified level of significance, we 

reject the null hypothesis, classifying factors have significant  

difference over variate.  

OR 

If Fcal < Ftab with (k-1,n-k) d.f. at a specified level of significance, we 

accept the null hypothesis i.e. classifying factors have no significant 

difference over variate. 

  

Example 9.1.1 

The varieties  A,B,C of wheat were sown in 4 plots each and following yield 

in quintals per acre were obtained: 

A    8             4              6                        7 

B     7             5              5                        3 

C     2            5               4                        4 

Test the significance of difference between the yield of varieties, given that 

5% tabulated value of F for 2 and 9 d.f. is 4.26. 

Solution 

Here the null hypothesis is: 

 

Source  

of Variation 

Degree of 

Freedom 

(df) 

Sum of Squares 

(SS) 

Mean Sum  of

Squares 

(MSS) 

F 

Between classes k-1 
SSA =

( )∑
=

k

1i i

2
i0

n
T  -  CF MSA= 

1-k
SSA

 

Within classes n-k SSE = Total SS - SSA 
MSE=

k-n
SSE

 

F=
MSE
MSA

 

Total n-1 Total    SS  
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H0: there is no difference between the yield of three varieties. 

A                     B                        C 

8                      7                         2 

4                      5                         5 

6                      5                         4  

7                      3                         4 

---                  ----                      ---- 

25                    20                       15 

---                  -----                     ----- 

            Step 1. T10= 25, T20=20, T30=15 

            Step 2. T00 = 25 +20 + 15 = 60 

          Step 3. Raw SS = 82 + 42 +62 +72 +72 +52 +52 +32 +22 +52 +42 +42 = 334 

            Step 4.    
4

252

   +
4

202

 +
4

152

 = 312.5 

            Step 5. Correction Factor(CF) =   
n

T 2
00  =

12
602

 =  300 

            Step 6. Total SS = Raw SS – C.F. = 334 – 300 = 34 

            Step 7. Sum of square between varities(SSA) = 312.5 – 300 = 12.5 

             Step 8. Sum of squares within varities (SSE)=  Total SS – SSA 

                                                                                   =    34   -   12.5 = 21.5 

Hence the ANOVA table is: 
Source  
of 
Variation 

Degree of 
Freedom 
(df) 

Sum of Squares 
(SS) 

Mean Sum of  Squares 
(MSS) 

F 

Between 
classes 

3-1=2 SSA =12.5 
MSA =  

2
12.5

= 6.25 

Within 
classes 

12-3=9 SSE = 21.5 
MSE= 

9
21.5

 =  2.39 

F=
2.39
6.25

 

   =2.6       

Total 12-1=11 Total SS =34  
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Ftab(2,9) at 5% level of significance= 4.26 

Fcal(2,9) at 5% level of significance = 2.6 

Since, calculated value of F is less than tabulated value. Therefore calculated 

value of F is not significant at 5% level of significance and H0 may be 

accepted. Hence we regard that there is no difference between the yield of the 

varities. 

 

9.1.4 ANOVA of two-way classified data 

Let us consider the case when there are two factors which may affect the 

variate values xij, e.g., the yield of milk may be affected by differences in 

treatments, i.e., rations as well as the difference in variety ,i.e., breed and stock 

of the cows. Let us now suppose that N cows are divided into h different 

groups of classes according to their breed and stock, each group containing k 

cows and then let us consider the effect of k treatments(i.e. rations given at 

random to cows in each group) on the yield of milk. 

Let the suffix i refer to the treatments and suffix j refers to varieties. Then the 

yields of milk xij (i=1,2,........k, j=1,2.............h).  

 

                       x11                  x12                                   x1j                  x1k          T10 

                       x21                  x22                                   x2j                  x2k           T20 

                      xi1                  xi2                                   xij                    xik          Ti0 

                        xh1                  xh2                                   xhj                  xhk          Tk0 

      Total  T01           T02                        T0j                  T0h     G. 

Total 

 

We test the null hypothesis:  

H0: There is no significance difference between treatments and 

varieties.  
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The computational procedure for analysis of two-way classified data is 

given as under: 

Step 1. Compute Raw Sum of Square(RSS) = ∑∑
= =

k

1i

n

1j
ij

2
i

y   

Step 2. Compute Correction Factor(CF) = 
N

G 2

 

Step 3. Total Sum of Square(TSS)= RSS - CF 

Step 4. Compute Row Sum of Squares(Row SS) = 
k

T 2
i0∑

i  - CF 

Step 5. Compute Column Sum of Squares(Col SS)= 
h

T 2
0j∑

j - CF 

Step 6. Compute Error Sum of Squares = TSS – Row SS –Col SS 

 

ANOVA Table for Two-way classified data 

Source  

of Variation 

Degree of 

Freedom 

(df) 

Sum of 

Squares 

(SS) 

Mean Sum Squares 

(MSS) 

Variance 

Ratio 

F 

Treatments 

(Between 

Columns)  

k-1 ST
2 

st
2 = 

1)-(k
S2

T  

Varieties 

(Between 

Rows) 

h-1 SV
2 

sv
2 = 

1)-(h
S2

V  

Ft= 
)(s

s
2

E

2
t  

 

Fv= 
)(s

s
2

E

2
v  

Residual 

(or Error) 

(k-1)x 

(h-1) 

SE
2 

1)-1)(k-(h
S2

E2 =Es  
 

Total hk-1   



MCA-305 198 
 

 

If tabulated value of F for (k-1, (k-1)(h-1)) d.f. is greater than calculated value 

at a specified level of significance, we conclude that there is significant 

difference between treatments; again, if tabulated value of F for (h-1, (k-1)(h-

1)) d.f. is greater than calculated value at specified level of significance, H0 is 

rejected and we conclude that there is significant difference between varieties 

and treatments.  

Example 9.2.1 The following table gives quality rating of service stations by 

five professional raters :  

Service Station 
Rater  1 2 3 4 5 6 7 8 9
 10 
A 99 70 90 99 65 85 75 70 85
 92 
B 96 65 80 95 70 88 70 51 84
 91 
C 95 60 48 87 48 75 71 93 80
 93 
D 98 65 70 95 67 82 73 94 86
 80 
E 97 65 62 99 60 80 76 92 90
 89 
 

Analyze the data and discuss whether there is any significant difference 

between ratings or between service stations.  

Solution  

  

  1 2 3 4 5 6 7 8

 9 10 Ti0 

 

Service 

Rates 
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A  99 70 90 99 65 85 75 70
 85 92 830 
B  96 65 80 95 70 88 70 51
 84 91 790 
C  95 60 48 87 48 75 71 93
 80 93 750  
D  98 65 70 95 67 82 73 94
 86 80 820 
E  97 65 62 99 60 80 76 92
 90 89 810 
T0j  485 325 350 475 310 410 365 400
 425 455 4000 

 

 

H0 : There is no significant difference between ratings as well as between 

service stations.  

R.S.S. = ∑∑
k

i

n

j
ij

2
i

x  = (99)2 + (96) 2 +(95) 2 + .........+(89) 2 
=  329948 

Correction factor (CF)= 
N

G 2

 = 
10x 5

0004 2

= 320000 

 

Total SS = RSS – CF = 329948- 320000 = 9948 

Row SS = 
k

T 2
i0∑

i  - CF 

             =
10

)820()820()750()790()830( 22222 ++++  - CF = 400 

Col SS= 
h

T 2
0j∑

j - CF 

            = 
5

)455.........()325()485( 222 ++  - CF = 6810 
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Error Sum of Squares = TSS – Row SS – Col SS 

 

                                   = 9948-403 – 6810 = 2738 

ANOVA Table for Two-way classified data 

Tabulated F0.05 for (9,36) d.f. is 2.15 and since the calculated value of F, i.e., 

9.95, is greater than the tabulated value, H0 is rejected at 5% level of 

significance and we conclude that there is significant difference between 

service stations.  

Source  

of Variation 

Degree of 

Freedom 

(df) 

Sum of 

Squares 

(SS) 

Mean Sum Squares 

(MSS) 

Variance 

Ratio 

F 
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Again tabulated F0.05 for (4,36) d.f. is 2.63 and since the calculated value of F,  

i.e., 1.31, is less than the tabulated value, H0 is accepted at 5% level of 

significance and we conclude that there is no significant difference between 

ratings.  

 

9.2 Time Series Analysis 

9.2.1 Introduction  

Arrangement of statistical data in chronological order, i.e., in accordance 

with occurrence of time, is known as ‘Time Series’. 

A time series depicts the relationship between two variables one of them 

being time. For example, the population(Ut)  of a country in different 

years(t), temperature(Ut) of a place on different days(t), etc. 

Mathematically, a time series is defined by the functional relationship: 

                            Ut = f(t)  

where Ut is the value of phenomenon or variable under consideration at time t. 

Treatments 

(Between 

Columns)  

9 6810 
st

2 = 
1)-(k

S2
T = 756.67 

Varieties 

(Between 

Rows) 

4 400 
sv

2 = 
1)-(h

S2
V = 100 

Ft= 
)(s

s
2

E

2
t = 

9.95 

 

Fv= 
)(s

s
2

E

2
v = 

1.31 

Residual 

(or Error) 

36 2738 
1)-1)(k-(h

S2
E2 =Es = 76.06 

 

Total 49 9948  



MCA-305 202 
 

Thus, if values of variable at times t1, t2, t3, t4, ………,tn are 

U1,U2,U3,U4,……..Un respectively, then the series; 

                     t: t1, t2, t3, t4, ………,tn 

                   Ut: U1,U2,U3,U4,……..Un  

constitute a time series. Value of t may be given yearly, monthly, weekly, 

daily, or even hourly, but not always at equal interval of time. 

 

9.2.2 Components of Time Series 

Forces affecting the values of a phenomenon in a time series are known as 

components of time series. 

These are broadly classified into three categories: 

a) Secular Trend or  Long-term Movement 

b) Periodic Changes or Short-term Fluctuations 

c) Random or Irregular Movements 

The value of time series may be affected by some or all of the above 

mentioned components. 

 

9.2.3 Measurement of Trend 

Given any long term series, we wish to determine and present the direction 

which it takes - is it growing or declining? There are two important reasons for 

measuring trend: 

 To find out trend characteristics 

 To enable us to eliminate trend in order to study other elements 

Methods for Measurement of Trends 

The various methods for studied and/or measured trend are: 

9.2.3.1 Graphic Method or Trend by Inspection or Free hand 

9.2.2 Method of Semi-Average 

9.2.3 Method of Curve Fitting by Principles of Least Squares 
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9.2.4 Method of Moving Average 

 

9.2.3.1 Graphic Method 

A free-hand smooth curve obtained on plotting the values Ut against t enables 

us to form an idea at out general trend of the series. Smoothing of the curve 

eliminates other components viz. regular and irregular fluctuations. 

This is the simplest method of studying trend. The procedure of obtaining a 

straight line trend by this method is given below: 

a) Plot the time series on a graph. 

b) Examine carefully the direction of trend. 

c) Draw the straight line which will best to data according to personal 

judgment. 

Advantages  

• This method does not involve any mathematical techniques. 

• It can be used to all types of trend, linear and non-linear. 

Disadvantage 

• The method is very subjective. 

• It does not enable us to measure trend. 

Example 9.2.1 

Fit a trend for the following data using free hand method: 

                     Year      Population           Year      Population     
                                (in Thousands)                   (in Thousands)                     
                     1971      53                           1977      105 

1972      79                           1978         87 
1973      76                            1979       79 
1974      66                            1980      104  
1975      69                            1981        97 
1976      94                            1982        92 
                                              1983       101 
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Solution 

Trend by the free hand method 
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9.2.3.2 Method of Semi Average 

This method is rather better than free hand method. In this method first we 

divide the whole data in two parts. If the data is odd then we have to skip the 

middle most value and then finding the average of above part and below part. 

The line obtained joining these two points(two averages) is the required trend 

line and may be extended both directions to estimate intermediate or future 

values.  

One of the main drawbacks of this method is that this assumes linear 

relationship between the plotted points. 

Trend Line

Actual Data
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Example 9.2.2 

Fit a trend for the following data using semi average method: 

                     Year      Population           Year      Population     
                                (in Thousands)                   (in Thousands)                     
                     1971      53                           1977      105 

1972      79                           1978         87 
1973      76                            1979       79 
1974      66                            1980      104  
1975      69                            1981        97 
1976      94                            1982        92 
                                              1983       101 

Solution 

Here since n=13(odd), the two parts are 1971-1976 and 1978-1983, the year 

1977 being omitted. 

X1 = Average sales for first part =             = 72.83 

X2 = Average sales of  second part =        =  93.33 

  

Trend by the method of semi average 
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9.2.3.3 Method of Curve Fitting by Principle of Least Squares 

The principle of least squares is the most popular and widely used method of 

fitting mathematical functions to a given set of data. 

 An examination of plotted data provides a basis for deciding  the type of trend 

to use. Following types of curves may be used to describe the given data in 

practice: 

i) A straight line  Ut = a+ bt 

ii) Second degree parabola  Ut = a + bt + ct2 

iii) nth degree polynomial  Ut = a0 + a1t + a2t2  +…….+antn 

iv) Exponential curve   Ut = abt 

i) Fitting of Straight line by Least Square Method 

                          Ut = a + bt 

Principle of least squares  

Minimizing the sum of square of difference between the given value of Ut and 

estimated value. 

In other words we have to find a and b such that for given values of Ut corresponding 

to different values of t, 

                                 Z=   (Ut- a –bt)2 is minimum. 

From differential calculus maxima or minima of Z, 

                                     = 0 => 

                                     = 0 => 

                                           =na +b 

                                           =a      b 

are the normal equations for estimating a and b. 

Change of origin 

If the values of t and Ut are large, the calculation becomes tedious. It can be avoided 

by a suitable shift of origin.  
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Suppose that the values of x are equidistant at an interval h, i.e. 

t, t+h, t+2h, t+3h, t+4h, ………… 

Case I: If n is odd. Let n= 2m+1 

Take T = t- mid value 

                 ----             

Likewise it may also be possible to shift the origin to middle value of dependent 

variable. 

Then best fitting curve is given as: 

Ut= f(T) 

Best fitting curve in terms of t is obtained by substituting back T in terms of t. 

Case II If n is even. Let n= 2m 

Advantages 

• This method enables us to compute the trend values for all the given 

time periods in the series.  

• It completely based on mathematics, due to this it eliminates the 

element of subjective judgment. 

Disadvantages 

• This method is time consuming as compared to other methods. 

• The addition of even a single new information all calculations to be 

done afresh. 

• It is not possible to predict the type of trend curve to be fitted viz. 

straight line, second degree parabola, etc. 

 

9.2.3.4 Method of Moving Average 

Moving average method is one of the best methods of calculating trend.  

Moving average of period m is a series successive averages of m terms at a 

time, stating with 1st, 2nd, 3rd terms etc. Thus the first average is the mean of 
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first m terms, the 2nd mean is the mean of m terms from 2nd term to (m+1)th  

term and so on as shown in Figure  7.2.1. 

 t1      1    

 

 t2          2 

 

 t3          3 

 

 t4          4  

 

 t5      5    

 t6      6  

 tn-3           n-3    

 

 tn-2           n-2 

 tn-1       n-1  

 tn          n 

 

Figure  9.2.1  shows the moving average of 3(Odd)  periods. 
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 tn-1       n-1  

 tn          n 

Figure 9.2.2  shows the moving average of 4(Even)  periods. 

 

If period of moving average is odd m = 2k+1(say), moving average is placed 

against mid value of the time interval i.e. against (k+1) as shown in figure .    

If period of moving average is odd m=2k(say), moving average is placed 

between two mid values of the time interval i.e. between k and (k+1). In this 

case an attempt is made to syncrhronise the moving averages with original 

data as shown in Figure 7.2.2.  

Then the graph obtained on plotting the moving average against time gives 

trend. 

Advantages 

If fluctuations are regular then moving average method completely eliminate 

the oscillatory movements. 

Disadvantages 
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• It does provide trend values for all the terms. 

• It is useful only for linear or approximately linear trend. If trend is not 

linear moving average produces bias in the trend values. 

 

9.1.3 Test your self 

QNo 1. Explain what do you understand by “Analysis of Variance”. State the 

basic assumptions in an analysis of variance. 

QNo.2 A test was given to five students taken at random from the fifth class of 

five schools of a town. The individual scores are: 

School I  :   9                   7                              6               5        8  

School II :  7                    4                             5               4         5  

School III : 6                    5                             6               7        6 

School IV: 5                    7                             8                9       12  

School V  :12                  4                             7                8       10 

Carry out the Analysis of Variance and show that a significance test does not 

doubt on level of intelligence of students in different school.  

QNo. 3  The following table gives the results of experiments on four varieties 

of a crop in 5 blocks of plots: 

                                    Blocks 

Varity       1         2           3            4               5 

------------------------------------------------------------ 

    A         32       34          33          35             37 

    B          34       33          36          37            35 

    C          31       34           35         32            36 

    D          29       26          30         28             29 

    ---------------------------------------------------------- 
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Prepare the table of ANOVA and test the significance of difference between 

the yields of the four variables. 

Test at 5% level of significance.  

QNo. 4 Define a Time Series. Mention its important components with 

examples. 

QNO. 5 Highlight the importance of time series in business and economics. 

QNo. 6 What is meant by trend of time series? What are the various methods 

of fitting trend to time series? Explain in detail.  

QNo. 7 Fit a straight line trend equation by the method of least squares and 

estimate the trend values. 

Year : 1976    1977      1978       1979        1980      1981   1982        1983  

Value : 380       400        650         720          690         600   870          930 
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